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Introduction

High‐Level emotion intelligence toward AGI requires explainable reasoning: Human
emotion in video is dynamic, open‐set, and heavily context‐dependent. Achieving AGI‐level
emotion understanding therefore requires models that not only perceive low‐level cues but
also construct transparent, step‐wise affective rationales. However, even advanced
VideoLLMs such as Gemini 2.0 reach only 26.3% accuracy on fine‐grained sentiment
analysis, underscoring the substantial gap in high‐level emotional intelligence.
VidEmo: A Tree‐Structured, Affective‐Cue‐Guided Reasoning Framework: To close this
gap, we propose VidEmo, a hierarchical reasoning model that decomposes emotion
understanding into three stages: (1) attribute perception, (2) expression analysis, and (3)
emotion reasoning. Inspired by recent progress in reasoning‐style models (e.g., R1),VidEmo
performs structured, cue‐guided reasoning, integrating appearance, micro‐expressions,
temporal dynamics, and scene context into coherent emotional interpretations.
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Four young girls are sitting on the floor in front of a gray sofa with multiple patterned cushions, all gazing forward, 
seemingly at a screen. The girl on the left has brown, wavy, long hair, big almond-shaped brown eyes, thick 
brown eyebrows, a small nose with a high bridge, and thick pink lips. She is wearing a gray long-sleeved shirt and 
bright pink pants. Initially, her mouth is closed, but around mid of the video, she opens her mouth in a slight gasp.
The girl in the center has brown, curly, long hair, big almond-shaped brown eyes, thick brown eyebrows, a small 
nose with a high bridge, and thick pink lips. She wears a light pink tank top and gray pants and has bracelets on 
both her wrists. She sits with her arms clasped around her knees. She is pleased with TV show, that is indicated 
by her smile. The girl to the immediate right has blonde, straight, long hair, big almond-shaped blue eyes, narrow 
blonde eyebrows, a small nose with a high bridge, and thick pink lips. She wears a light pink shirt and a white 
pajama bottom, as well as a bracelet on her left wrist, and is holding a small piece of popcorn. At first her mouth 
is closed, then she puts the popcorn into her mouth, her expression briefly shows concern; from the mid, she 
seems shocked by something in the screen at throw out the popcorn, and the expression turns fear. The fourth 
girl sits on the far right, with blonde, straight, long hair, big almond-shaped blue eyes, narrow blonde eyebrows, a 
small nose with a high bridge, and thick pink lips. She is wearing a light purple shirt with white and pink polka dot 
pajama pants. From the mid of video, she's chewing popcorn with her mouth closed, and again she is seen eating 
popcorn at the end. They all have fair, smooth skin and are focused forward. The lighting is from above with 
white light. The camera angle is front-facing and there is no camera movement.

Figure 1. Selected examples
of inputs and outputs
obtained from . Apart from
providing toolkits for basic
attribute perception and
expression analysis (top),
extends the cognitive
capacity and is able to
generate fine‐grained
emotional captions with
explainable rationale
(bottom).

VidEmo: Video Emotion Foundation Models

Pipeline: To develop a family of emotion‐centric video foundation models, we propose a com‐
prehensive set of toolkits designed for the pre‐training, post‐training, and reasoning stages.
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Q: Please describe the 
expression of people in 
the video in details.

A: At the beginning, this man 
keeps an expression of surprise, 
and then he has an expression of 
happiness, he finally turns into a 
face of happiness

Q: What expression it is?
A) anxiety B) surprise C) neutral D) 
disgust E) sad F) fear G) contempt 
H) anger I) helpless J) Disappoint

Q: As an expert in the field of emotions, please provide a 
detailed description and ultimately predict the emotional 
states of single/multiple individuals in the video.

A: In a dimly lit room, a middle-aged East Asian woman with 
shoulder-length dark hair pulled back sits at a table, holding 
papers…
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Figure 2. Pipeline of VidEmo. (a) Training: The model is trained using curriculum emotion learning, divided into
three stages: attribute, expression, and emotion tuning. A reference model provides initial parameters, and a policy
model is trained with reward feedback. (b) Reasoning: The policy model performs hierarchical reasoning by
sampling from the best attributes, expressions, and emotions to generate the final emotional output.

Pre-training: Curriculum Emotion Learning

Curriculum Emotion Learning: A progressive 3‐stage curriculum that injects knowledge
into base model: (1) attribute perception ‐> (2) expression analysis ‐> (3) emotion
understanding. This reduces perplexity and stabilizes learning across difficulty levels.

Post-training: GRPO via Mixed Affective-Tree Reward

Starting from GRPO: Formally, let q be a query, GRPO samples a group of outputs {oi}G
i=1

with the number of G from the old policy model πθold, and train a policy model by
maximizing the following objective:

JGRPO(θ) = Eq,{oi}∼πθold

 1
G

G∑
i=1

1
|oi|

|oi|∑
t=1

min
(

rt(θ)Âi,t, clip(rt(θ), 1 − ϵ, 1 + ϵ)Âi,t

) − βDKL(πθ ∥ πref),

Rule‐based QA reward: The model is evaluated on its ability to respond to emotion‐related
queries using predefined rules of Acc and F1 score.
Model‐based Caption reward: For the short caption of action, appearance, and emotion,
we use a generative reward model to score the quality of captions generated by the model.
Affective Tree‐based Fine‐Grained Caption Reward: Given a generated caption ô, we first
parse it into a set of aspect–item pairs at three semantic levels: attribute (A), expression (E ),
and emotion (M). These elements are organized into a three‐level affective tree Tpred,
where each node represents an extracted item and directed edges encode rationale:

A rationale−−−−−→ E rationale−−−−−→ M. (1)

We compare the predicted tree Tpred with gt tree Tgt using the tree edit distance
Edit(Tgt, Tpred), which quantifies the minimal number of edit operations (insertions,
deletions, substitutions) required to transform one tree into the other as reward R:

R = exp
(
−λ · Edit(Tgt, Tpred)

)
, (2)

New Milestone: Our best model, VidEmo‐T1, shows superior performance across 15 face
perception tasks, surpassing advanced milestone (Gemini 2.0: 5th Feb, 2025) on 14 of 15 tasks
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Figure 3. Results Overview.

SOTA comparison: We compare VidEmo with 18 leading VideoLLMs on 14 face attribute
perception, 11 expression analysis and 6 fine‐grained emotion understanding tasks. VidEmo
achieves over a 16.3% and 14.2% improvement compared to existing open‐source VideoLLMs
on 1‐3B and 7‐8B scales.

Table 1. SOTA Comparison.

Emo-CFG: Emotion-Centric Fine-Grained Video Dataset

Data Curation: We curate Emo‐CFG from 17 diverse video datasets, preserving rich meta infor‐
mation. We further obtain rationale annotations linking attribute, expression, and emotion. All
data is rigorously filtered through a committee, ensuring high‐quality emotion annotations.
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Figure 4. Data Curation Pipeline of the dataset. (a) The source of data from 17 datasets. (b) The illustration of data
labeling steps. (c) The illustration of data verification loop.

Data Statistics: Emo‐CFG covers three major task types with diverse facial views, video lengths,
and affective annotations. Its large scale, rich label variety, and inclusion of fine‐grained emotions
and rationales make it substantially more comprehensive than existing emotion or video datasets.

Open

General

Attribution
Perception

Expression
Analysis

Emotion 
Intelligence

MEAD
AffWild2
CASME2
RAVDESS
CelebV-Text
CelebV-HQ
MER Series
MOSEI
CHSIMS
MOSI
MELD
DFEW
MAFW
PERR
L-SVD
FERV39k
AFEW

(a) Data Taxonomy (b) Data Distribution

(c) Annotation Distribution (d) Data Statistics

Half

Full

Length Word Cloud

Video Duration

Datasets #vid #data Q
A

Open
-End

Fine-grain
Caption

Emotion
Rationale

Referred
Rationale

VideoCOT 11K 22K ✅ ❌ ❌ ✅ ❌

ShareGPT4o-
Video

40K
/4.8M

40K
/4.8M❌ ❌ ✅ ❌ ❌

LLaVA-Video 178K 1.3M ✅ ✅ ✅ ❌ ❌

HumanOmni 2.4M 14M ✅ ❌ ✅ ❌ ❌

OmniEmotion 24K 48K ✅ ✅ ✅ ❌ ❌

EMER-coarse 115K 115K ✅ ❌ ✅ ✅ ❌

MERR 4.4K 4.4K ✅ ❌ ✅ ✅ ❌

Ours 400K 2.1M ✅ ✅ ✅ ✅ ✅

Head

Relative Face Area Figure 5. Data Statistics
of Emo‐CFG. (a) The data
taxonomy from three
types of face perception
tasks. (b) The temporal
and spatial distribution of
video data. (c) The data
label distribution and
examples. (d) The
comparison with other
emotion and video
datasets.

User Study: Emo‐CFG is built to preserve high data quality even beyond 50K samples, a scale at
which consistency becomes difficult for human‐labeled datasets such as CelebV‐Text. As a fully
automated and systematically verified pipeline, Emo‐CFG delivers reliable, large‐scale emotional
annotations across diverse video sources.

Table 2. User study between VidEmo and CelebV‐Text. We test
the label quality on precision, rationality, and complementary
through pairwise comparison with 50 videos and 25 users. All
three dimensions show significant preference for VidEmo.

Conclusion

We introduce VidEmo, a unified video emotion foundation model that integrates attribute
perception, expression analysis, and high‐level affect reasoning.
We build Emo‐CFG, a 2.1M‐sample emotion‐centric dataset with rich fine‐grained
annotations, establishing a comprehensive data infrastructure for community.
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