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Baok o Four young girls are sitting on the floor in front of a gray sofa with multiple patterned cushions, all gazing forward PW}O‘V\/ 1
- seemingly at a screen. The girl on the left has brown, wavy, long hair, big almond-shaped brown eyes, thick APT"

g"m brown eyebrows, a small nose with a high bridge, and thick pink lips. She is wearing a gray long-sleeved shirtand ~ -0 Act
bright pink pants. Initially, her mouth is closed, but around mid of the video, she opens her mouth in a slight gasp.
PW}O‘V\/ 2 The girl in the center has brown, curly, long hair, big almond-shaped brown eyes, thick brown eyebrows, a small Emo-
AW’ nose with a high bridge, and thick pink lips. She wears a light pink tank top and gray pants and has bracelets on Tunme
Ab‘f’ O-- both her wrists. She sits with her arms clasped around her knees. She is pleased with TV show, that is indicated .P 3
E by her smile. The girl to the immediate right has blonde, straight, long hair, big almond-shaped blue eyes, narrow ?/V}OW
fM‘o- blonde eyebrows, a small nose with a high bridge, and thick pink lips. She wears a light pink shirt and a white = =5) AW
Tume pajama bottom, as well as a bracelet on her left wrist, and is holding a small piece of popcorn. At first her mouth Act
is closed, then she puts the popcorn into her mouth, her expression briefly shows concern; from the mid, she Emo-
PMWV 4 seems shocked by something in the screen at throw out the popcorn, and the expression turns fear. The fourth o
AP‘P’ girl sits on the far right, with blonde, straight, long hair, big almond-shaped blue eyes, narrow blonde eyebrows, a o Tume
Aof— o - small nose with a high bridge, and thick pink lips. She is wearing a light purple shirt with white and pink polka dot SWW’
Emo- pajama pants. From the mid of video, she's chewing popcorn with her mouth closed, and again she is seen eating —_—
o popcorn at the end. They all have fair, smooth skin and are focused forward. The lighting is from above with --0 Camero
Tume white light. The camera angle is front-facing and there is no camera movement. nglv»fwxg

Figure 1: Selected examples of inputs and outputs obtained from VidEmo. Apart from providing
toolkits for basic attribute perception and expression analysis (top), VidEmo extends the cognitive
capacity and is able to generate fine-grained emotional captions with explainable rationale (bottom).

Abstract

Understanding and predicting emotions from videos has gathered significant at-
tention in recent studies, driven by advancements in video large language models
(VideoLLMs). While advanced methods have made progress in video emotion
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analysis, the intrinsic nature of emotions—characterized by their open-set, dy-
namic, and context-dependent properties—poses challenge in understanding com-
plex and evolving emotional states with reasonable rationale. To tackle these
challenges, we propose a novel affective cues-guided reasoning framework that
unifies fundamental attribute perception, expression analysis, and high-level emo-
tional understanding in a stage-wise manner. At the core of our approach is a
family of video emotion foundation models (VidEmo), specifically designed for
emotion reasoning and instruction-following. These models undergo a two-stage
tuning process: first, curriculum emotion learning for injecting emotion knowl-
edge, followed by affective-tree reinforcement learning for emotion reasoning.
Moreover, we establish a foundational data infrastructure and introduce a emotion-
centric fine-grained dataset (Emo-CFG) consisting of 2.1M diverse instruction-
based samples. Emo-CFG includes explainable emotional question-answering,
fine-grained captions, and associated rationales, providing essential resources for
advancing emotion understanding tasks. Experimental results demonstrate that
our approach achieves competitive performance, setting a new milestone across
15 face perception tasks.

1 Introduction

Understanding and predicting human emotions from dynamic videos is an increasingly vital chal-
lenge in computer vision, with far-reaching applications in human-computer interaction, surveil-
lance, and healthcare [15, 46, 49]. Despite the success of advanced methods [31, 64, 65], partic-
ularly in classifying basic emotional expressions, the ability to predict about complex, evolving
emotional states with reasonable rationale remains limited. This is largely due to the dynamic and
context-dependent nature of emotions [85], which require models capable of providing both high-
level emotional intelligence and rational, explainable outputs [58]. Recently, the emergence of Vide-
oLLMs [7, 55, 71, 76] has provided a promising baseline as a pathway. However, these foundational
models often struggle with high-level emotional understanding, as they lack the ability to effectively
combine basic facial attributes into representations of complex emotion. Even the cutting-edge
milestone, Gemini 2.0 [52], achieves only an accuracy of 26.3% in fine-grained sentiment analysis,
highlighting the gap in performance and the need for further innovation in this domain.

To address these challenges, we introduce VidEmo, a novel affective cues-guided reasoning frame-
work based on tree-structure that integrates three core components: fundamental attribute percep-
tion, expression analysis, and high-level emotional understanding (see Fig. 1). Across 15 face per-
ception tasks, VidEmo outperforms all existing open-source VideoLLMs, surpassing the previous
state-of-the-art benchmark, i.e., Gemini 2.0, as shown in Fig.2. To achieve this, Our VidEmo draws
inspiration from recent work on reasoning models (R1), which excel at providing explainable ra-
tionales [16, 43, 54, 63]. These models solve complex tasks by incorporating a thinking process
alongside the model’s operation. Our finding demonstrates that this same reasoning process can be
applied to high-level emotion understanding by introducing stage-wise thinking, structured around
attribute perception [86, 5], expression analysis [4, 51], and emotion understanding [81, 60]. To be
specific, we equip VidEmo with curriculum emotion learning and affective-tree reasoning, which
inject emotion reasoning pathways during both the pre-train and post-train stages, respectively. In
the pre-train stage, curriculum emotion learning progressively tunes the model from basic facial at-
tributes to more complex emotional states. In the post-train stage, affective-tree reasoning helps the
model refine its emotional understanding by using a hierarchical structure, ensuring that emotional
responses are both accurate and interpretable. This two-stage process enables VidEmo to effectively
analyze and reason about emotions in dynamic video data.
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Figure 2: Results Overview. Our best model, VidEmo-T1, shows superior performance across 15

face perception tasks, surpassing advanced milestone (Gemini 2.0: 5" Feb, 2025) on 14 of 15 tasks.
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To support our approach, we construct an emotion-centric fine-grained dataset, Emo-CFG, specif-
ically designed to serve as the foundational data infrastructure for emotion understanding. Emo-
CFG is a large-scale dataset consisting of 2.1 million diverse, characterized by emotion-centric
labels, rigorous data verification, and high diversity, ensuring comprehensive and reliable annota-
tions across a wide range of emotional contexts. By offering rich annotations and a wide variety of
emotional contexts, Emo-CFG empowers VidEmo to effectively learn fine-grained emotion under-
standing from the emotion reasoning pathway.

Our contributions are two-fold: (1) We propose VidEmo, a novel affective cues-guided reasoning
framework that combines curriculum emotion learning and affective-tree reasoning, enabling fine-
grained and interpretable emotion understanding from dynamic video data. Experimental results
show that VidEmo achieves over a 16.3% and 14.2% improvement compared to existing open-source
VideoLLMs across 15 facial perception tasks on 1-3B and 7-8B scales. (2) We present Emo-CFG,
a large-scale, emotion-centric dataset comprising 2.1M diverse samples with detailed annotations
across attributes, expressions, and emotions, serving as a comprehensive data infrastructure for ad-
vancing emotion-centric video analysis.

2 Related Work

Facial Video Analysis. Face video analysis is a long standing problem towards high-level human
understanding which involves various tasks, including attribute perception [86, 5], expression anal-
ysis [4, 51], and emotion understanding [81, 60, 24]. Various face perception models leverages
strong backbone power for constructing multi-task framework [50]. Going forward to high-level
emotion understanding [82, 85], recent methods embrace MLLM [8, 29] for their strong zero-shot
perception capacity [50, 78, 13]. EmotionLLaMA [9] introduces an emotion dataset including 28K
coarse-grained and 4K fine-grained annotated datasets. OmniEmotion [70] proposes to explicitly
integrate facial and audio modeling for emotion recognition. However, existing approaches are of-
ten constrained to a limited set of emotion categories or rely on static attribution perception. To
advance cognitive human emotion understanding, we propose a fine-grained emotion-centric model
empowered by dynamic attribution perception and emotion reasoning.

Reasoning Model in MLLM. With the blossom of a series of recent models such as DeepSeek-
R1 and OpenAl o-series [43, 16], various works probe into integrating MLLMs with reasoning
capacity [2]. Multimodal chain-of-thought (MCoT) prompting [25, 56, 37] offers a step-by-step
reasoning trajectory when MLLM faces hard questions including detail grounding [62, 34], agent
planing [25], etc. Specifically, MCoT decomposes the question into a group of reasoning steps and
builds a chain to guide the model to generate the results of complex problems step-by-step [63, 54,
79]. For instance, LLaVA-CoT [66] prompts MLLMs reasoning steps into the summary, caption,
reasoning, and conclusion stages and proposes a stage-level beam search strategy to further enhance
reasoning capacity. In this paper, we propose affective cues-based rationale tree as intermediate
bridge to meet the gap between abstract emotion and basic attribute.

3 VidEmo: Video Emotion Foundation Models

To develop a family of emotion-centric video foundation models, we propose a comprehensive set
of toolkits designed for the pre-training, post-training, and reasoning stages, as illustrated in Fig. 3.
Through a structured pre-training process, emotion knowledge is injected, followed by post-training
to enhance the model’s reasoning capabilities. Finally, the reasoning stage allows the model to
effectively generate emotional outputs, leveraging learned attributes, expressions, and emotions.

3.1 Pre-training: Curriculum Emotion Learning

To inject emotion knowledge into the foundation model, we employ curriculum emotion learning
to progressively tuning our base model. The training is structured into three stages: I) Attribute
Tuning, IT) Expression Tuning, and IIT) Emotion Tuning. The pre-training focuses on curating data
that balances the difficulty of emotion tasks while addressing perplexity. At each stage, we care-
fully curate the data to ensure that the emotion-related tasks gradually increase in complexity. By
starting with simpler attributes and progressively moving towards more complex expressions and
emotions, we ensure that the model builds a strong foundational understanding of emotion, which
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Figure 3: Pipeline of VidEmo. (a) Training: The model is trained using curriculum emotion learn-
ing, divided into three stages: attribute, expression, and emotion tuning. A reference model provides
initial parameters, and a policy model is trained with reward feedback. (b) Reasoning: The policy
model performs hierarchical reasoning by sampling from the best attributes, expressions, and emo-
tions to generate the final emotional output.

facilitates smoother emotion knowledge injection throughout the process. Figure 4 presents the vi-
sualization results of our model across three key aspects: Attribute Perception, Expression Analysis,
and Emotion Understanding.

Attribute Perception: The model accurately identifies facial attributes, such as hair color, length,
and presence of bangs, with the ground truth comparison clearly shown for validation. For instance,
the model correctly identifies a person’s hair as blonde and shoulder-length, while also distinguish-
ing the presence or absence of bangs.

Expression Analysis: The model analyzes subtle facial expressions, identifying features such as
downward-tilted eyes and posture. These features, as seen in the second part of the figure, provide
insight into the emotional states of the person, such as sadness or introspection, based on facial and
contextual cues, like lighting and body movements.

Emotion Understanding: By combining the insights from facial features and contextual cues, the
model provides a detailed interpretation of the emotional state. For example, in the final part of the
figure, the model identifies a contemplative emotion, indicated by the subject’s slightly tilted head,
furrowed brows, and subtle eye movements.

3.2 Post-training: GRPO via Mixed Affective-Tree Reward

Building on emotion-knowledge-injected base models, we proceed to post-training to explore the
emotional reasoning pathway. Recent reinforcement learning (RL) techniques [63] have demon-
strated strong capabilities in reasoning, and GRPO [16] has garnered significant attention due to its
simplicity and effectiveness. This makes GRPO an ideal starting point for our work.

Formally, let ¢ be a query, GRPO samples a group of outputs {oi}iG:1 with the number of G from

the old policy model 7, and train a policy model by maximizing the following objective:

[oi ]

G
1 . ~ . ~
Taweo0) = Eo o, | G Do 1o 2 in (r2(0) As, clip(r:(6),1 = €1+ ) Ais ) | = BDxw(mo || ),
i=1 "t =1

where fli,t is the advantage based on relative rewards in group, € and /3 are coefficient of KL penalty
and clip threshold, and g, 7y, , T are current, old, and reference policy models, respectively.

Rule based QA Reward. The model is evaluated on its ability to respond to emotion-related queries
using predefined rules of Acc and F1 score. The evaluation tasks include classification (single-label,
multi-label), fine-grained classification, micro-expression detection, and action unit (AU) detection.

Model based Caption Reward. For the short caption of action, appearance, and emotion, we use a
generative reward model to score the quality of captions generated by the model.

Affective-Tree based Fine-Grained Caption Reward. To assess the model’s capacity for struc-
tured emotional reasoning, we introduce a reward mechanism based on a hierarchical affective tree
constructed from fine-grained captions. Given a generated caption 0, we first parse it into a set of
aspect—item pairs at three semantic levels: attribute (A), expression (£), and emotion (M). These
elements are organized into a three-level affective tree T},.q, Where each node represents an extracted
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Q: Please watch the video and identify the actions performed by the person in Q: Describe the hair color, hair length, and whether the person has bangs.
the video. Select all applicable actions that occur and output None if not observed

Ground Truth: close_eyes, gaze, talk Ground Truth: Her hair is blonde, shoulder-length, and she is without bangs.
Qwen2.5-VL: close_eyes, frown, make_a_face, nod )( Qwen2.5-VL : The person has blonde hair that is shoulder-length with bangs.x
VidEmo: close_eyes, gaze, talk VidEmo : Her hair is blonde, shoulder-length, and without bangs..

(a) Attribute Perception

Q: Please watch the video clip and identify the expression on the person’s face: (A) Happy (8) Sad (C) Neutral (D) Angry (E) Surprise (F) Disgust (G) Fear

VidEmo : B

Q: Please analyze which parts of the environment, lighting, background, visual attributes, etc., can explain the reasons for your answer.

VidEmo: The examination of individuals in this video commences with the central character. His features, particularly the slightly downturned eye
corners and mouth corners, indicate a common physical manifestation that aligns with feelings of sadness or distress. These subtle but crucial facial
cues suggest a subdued emotional state rather than neutrality, which often involves neutral or raised corners.

The context of injuries or wounds on his forehead and left cheek might support an narrative of recent hardship, providing an environmental and

physical backdrop to his observed subdued demeanor. Additionally, his head is tilted slightly a posture, while his
gaze directed just below the camera contributes further to an impression of intr ion or dejection rather than or alertness.
The dim lighting diti enhance heric mood ighlighting a somber or melancholic undertone. The combination of dim light
and the partial obscuring of features by shadows suggests an environment devoid of light and potentially conducive to reflecting internal emotional
states aligned with sadness. Simultaneously, the static position and no signi body suggest still typical resp not

iated with more ic or positive ions such as anger or surprise.
Considering these observations over the 13: d span, across facial posture and lighting rei an inter

toward an emotional state characterized by sadness, emphasizing the downcast eyes and the absence of uplifting expressions or dynamic actions
typically associated with happier or more neutral states.

(b) Expression Analysis

VidEmo: A young East Asian woman with long, straight black hair styled with side-swept
bangs stands on the left side of the frame. She has large, almond-shaped eyes with
double eyelids, a high-bridged narrow nose, and narrow pink lips. Her delicate, dangling
earrings feature silver butterfly charms and red beads. Dressed in a pink and purple
patterned top, her head is slightly tilted to the right, and she appears saddened and
engaged in conversation. Her facial actions indicate she is talking, expressing her
emotions through the movement of her lips and jaw. Eventually, she moves out of the
frame. Centrally positioned is another young East Asian woman with long, straight black
hair styled with a central part. She wears similar dangling earrings and a reddish top
with a teal overlayer. Her features include large, almond-shaped eyes with double
eyelids, a high-bridged narrow nose, and narrow pink lips. Her expression suggests
worry or concern, evident in her slightly downturned mouth and faintly furrowed brows.
Her gaze follows the first woman's direction, angled slightly downward and to the right, P
as though looking at i ff- , suggesting . Her overall d

conveys a sense of quiet contemplation or sadness, underscored by her downturned

mouth and the slight furrowing of her eyebrows. As only her upper body is visible, no

actions can be observed. The scene is consistently framed throughout, initially showing

blurred trees in the background with soft, diffused lighting, then shifting to a more

neutral, less distinct out-of-fe area while maintaining a static camera perspective.

A woman on the left

Affective Analysis,

nother woman on the center
Personz

demeanor
Germeanor conveys 3 sense of quiet”

wnturned mouth
ed by her”

of her eyebrows,
by the

(c) Emotion Understanding

Figure 4: Visualization on attribute perception, expression analysis, and emotion understanding.

item and directed edges encode rationale-based dependencies:

.A rationale £ rationale M. (1)

We compare the predicted tree Tyreq With a ground-truth tree Ty, parsed from human-annotated
captions, using the tree edit distance [77] Edit(Ty, Tprea), Which quantifies the minimal number of
edit operations (insertions, deletions, substitutions) required to transform one tree into the other.

The final reward R is computed using an exponential decay over the tree distance:

R = exp (—A - Edit(Ty, Tirea)) , )

where A > 0 is a scaling factor controlling the reward sensitivity to tree differences. This for-
mulation encourages the model to generate captions that are not only accurate in content but also
structurally explainable, aligning with human reasoning patterns over emotional understanding.

3.3 Inference: Reasoning for High-level Emotion Understanding

Our VidEmo facilitates stage-wise training can be smoothly integrated with search-based reasoning
strategy. Specifically, we adopt a hierarchical, search-based reasoning approach that decomposes
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Figure 5: Data Curation Pipeline of the Emo-CFG dataset. (a) The source of data from 17
datasets. (b) The illustration of data labeling steps. (c) The illustration of data verification loop.

O Expression

emotional understanding into three levels: attribute perception, expression analysis, and emotion
inference. At each level, the policy model samples multiple candidate outputs and selects the best
one via a reward-guided scoring mechanism, forming a bottom-up reasoning trajectory. It is notice
that we disable ER when comparing with other SOTA methods, for a fair comparison setting with
only one model response are sampled.

4 Emo-CFG: Emotion-Centric Fine-Grained Video Dataset

The Emo-CFG dataset is designed to advance the understanding of emotional dynamics in the video.
Motivated by the need for high-quality, emotion-centric data to train emotion reasoning models,
Emo-CFG addresses key challenges of diverse emotional contexts, reliable annotations, and rigorous
verification. We illustrate the data curation pipeline and statistics of Emo-CFG in Fig. 5&Fig. 6.

Data Source & Meta Information. Our data collecting starts from high-quality video datasets. The
data source include 17 datasets from head, avatar, and full-body avatar. By utilizing multiple data
types, we ensure a holistic perspective to understanding the nuances of visual and emotional data.
Further, we maintain the meta information of each video, including the face bounding box offset,
video duration, video resolution, video fps.

Caption & QA Instruction Data Labeling. We utilize two primary data sources for labeling:
large-scale, unlabelled datasets for broad coverage, and small-scale, fully labeled datasets for preci-
sion. For the labeled datasets, instruction pairs are generated using GPT-40, which creates multiple
templates, including multiple-choice questions, open-ended questions, and short captions. For the
unlabelled datasets, we apply a causal affective reasoning strategy to generate labels in a sequential,
stage-by-stage manner. Specifically, given a video, we first leverage the state-of-the-art Gemini 2.0
model, prompting it to generate fine-grained Caption data, focusing on attributes, expressions, and
emotions in sequence. Subsequently, Q.4 pairs are generated using GPT-4o, tailored to different
aspects of the video. By combining these attribute and expression labels, the underlying emotion is
accurately inferred, enabling a detailed and nuanced understanding of emotional states.

Caption — R & QA — R Rationale Data Labeling. Building upon the instruction data, we fur-
ther explore the relationship between low-level attributes and high-level emotions. We prompt the

advanced VideoLLM to conduct self-reflection on the rationale behind the emotional cues Q & A

and Q R, Caption. This step not only enhances the model’s interpretability by offering insights
behind emotional expressions, but also serves as a crucial stage for enabling reasoning capacity.

Critic Data Verification by Committee Voting. To address the inherent ambiguities in emotional
data, which arise from its subjective nature, we implement a committee voting-based verification
strategy. We use three heterogeneous VideoLLMs as a committee to verify the correctness of the
data and output Critic items, including incorrect answers and suggested corrections. Verified data is
retained, while data that does not pass verification is sent back for rewriting based on the suggested
corrections. Additionally, we extract different aspects of the caption data and separate them into
multiple QA pairs to ensure alignment with the QA process.

Data Statistics. Fig. 6 provides key statistics of the Emo-CFG dataset. In (a), the data taxonomy
organizes the dataset into three primary face perception tasks: Emotion Intelligence, Expression
Analysis, and Attribution Perception, covering a wide range of facial features and emotional at-
tributes. (b) The data distribution plots show the relative face area and video duration across different
datasets, illustrating the diversity and variety of video data present in Emo-CFG. (c) The annotation
distribution includes the breakdown of facial views (head, half, full) and video length, accompa-
nied by a word cloud highlighting the most frequently annotated terms, such as “neutral”, “face”,
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Figure 6: Data Statistics of our Emo-CFG dataset. (a) The data taxonomy from three types of
face perception tasks. (b) The temporal and spatial distribution of video data. (c) The data label
distribution and examples. (d) The comparison with other emotion and video datasets.

Table 1: Comparison with 18 leading VideoLLLMs on 14 face attribute perception tasks of Emo-
CFG, including 6 closed-set attribute perception tasks and 12 open attribute perception tasks. Cls:
classification, Cap: caption, ID: identity verification, Pose: head pose estimation, AVG: average.

Model SizeAppearance Action B Iﬁxd AVG Open Attribute AVG
Cls Cap Cls Cap Veri Pose Eye Mout.Nose Hair Chin Shap.Feat. Acce. Age Gend.Skin Act.

Closed MLLM API

Gemini 2.0 [52] - 422 564 414 622 86.5 25.8 52.4 72.1 729 87.3 873 64.1 619 72.1 80.0 78.7 943 81.5 61.6 76.2
Claude 3.5 Sonnet [3] - 39.1 58.8 35.7 61.1 63.6 22.0 46.7 70.8 67.6 544 77.8 68.9 56.1 54.7 77.3 79.5 93.3 489 614 67.6
Qwen-VL-MAX [53] - 41.1 543 325 60.0 89.7 34.5 52.0 71.9 69.6 79.4 844 64.0 71.5 644 71.7 789 93.3 74.0 60.9 73.7
GPT-40 [42] - 293 515 05.1 40.7 79.0 27.6 38.8 51.5 45.7 629 77.1 485 464 545 78.1 68.5 86.3 75.5 52.8 62.3
GPT-40 mini [42] - 205 55.8 04.1 54.0 69.3 27.8 38.6 43.2 44.5 52.0 524 31.6 43.5 40.1 45.0 41.0 69.6 459 30.7 449
Open-sourced 1-3B Video MLLM

LLaVA-OV [23] IB 06.3 349 002 47.6 503 14.4 25.6 41.0 49.7 36.0 50.9 46.7 32.0 39.0 48.1 29.8 87.6 20.1 61.9 45.2
InternVL2.5 [7] 2B 17.7 462 13.4 47.1 04.7 17.3 24.4 532 50.6 57.5 70.3 43.5 38.6 42.8 54.5 52.1 80.7 59.8 51.6 54.6
VideoLLaMA3 [76] 2B 00.3 36.8 05.2 48.5 89.2 20.6 33.4 559 51.5 52.0 73.7 45.2 36.7 47.1 52.7 55.0 854 59.3 52.1 55.5
mPLUG-OwI3 [71] 2B 16.0 454 13.8 52.3 76.4 07.7 353 544 614 554 714 43.7 454 523 60.8 39.8 91.6 58.7 48.5 56.9
Qwen2.5-VL [55] 3B 43.6 41.1 302 49.9 957 155 46.0 642 543 51.3 72.8 29.1 40.8 52.1 58.9 70.6 93.5 76.2 62.6 60.5
VidEmo-Base 3B 57.0 67.9 37.7 479 100 90.7 66.9 84.9 82.7 94.0 85.2 75.9 80.8 78.0 83.4 84.0 95.0 88.8 61.1 82.8
Open-sourced 7B+ Video MLLM

ShareGPT4Video [6] 8B 10.3 38.7 13.7 51.6 03.0 17.1 22.4 53.9 54.7 37.7 74.8 13.1 28.6 46.7 45.1 452 51.6 57.9 53.1 469
InternVL2.5 [7] 8B 36.9 38.7 17.4 49.8 61.2 15.5 36.6 56.3 59.0 55.0 722 52.4 36.4 52.7 61.5 60.0 76.9 57.6 59.3 58.3
LLaVA-N-Video [33] 7B 16.9 34.6 20.5 49.2 51.7 05.8 29.8 42.6 43.0 40.4 67.5 18.3 49.9 442 523 16.7 84.4 58.2 48.6 47.2
LLaVA-OV [23] 7B 05.6 37.3 122 46.6 97.2 19.8 36.4 53.0 47.6 50.4 64.0 353 322 49.9 558 729 94.6 47.5 59.0 55.2
VideoLLaMA3 [76] 7B 28.3 33.5 15.8 48.7 89.2 16.4 38.6 54.4 56.7 55.5 71.9 40.5 36.6 50.6 61.3 60.4 84.7 65.6 64.8 58.6
LLaVA-Video [80] 7B 14.5 38.2 14.1 46.0 88.7 20.3 37.0 65.0 57.0 66.2 72.6 21.3 29.4 59.3 68.3 79.4 93.0 62.5 63.8 61.5
mPLUG-OwI3 [71] 7B 343 41.6 21.3 55.1 664 21.1 40.0 55.0 56.2 48.0 70.5 39.9 48.1 50.5 58.8 61.8 89.7 62.0 60.8 58.4
Qwen2.5-VL [55] 7B 447 452 21.0 52.3 99.7 22.6 47.6 68.6 70.5 832 74.7 66.4 55.6 60.8 73.8 772 94.0 762 64.0 72.1
VidEmo-Base 7B 60.3 729 384 55.1 99.8 934 69.2 86.4 85.5 95.1 85.1 77.3 81.6 78.7 85.0 85.6 95.0 89.5 71.7 84.7
VidEmo-T1 7B 64.8 73.1 41.4 57.4 99.7 96.7 72.1 88.2 87.8 95.6 87.8 79.2 82.0 80.8 85.7 86.9 97.0 90.4 74.3 86.3

and “expression”.

(d) Data statistics compares Emo-CFG with other emotion and video datasets,

showing that Emo-CFG provides a richer set of annotations and label types, including fine-grained
emotion, rationales, and comprehensive video data, making it a unique and valuable resource for
emotion-centric research. More details can be refer to Sec. B of appendix.

5 Experiment

As shown in Tab. 1 and 2, we conduct experiments to verify the effectiveness of VidEmo on three
types of tasks: attribute perception, expression analysis, and emotion understanding. We compare
VidEmo with 5 closed MLLM APIs and 13 open-sourced VideoLLMs with scales ranging from 1B
to 8B. More training details (Sec. A) and evaluation settings (Sec. D) please refer to appendix.

5.1 SOTA Comparison

We benchmark VidEmo on 40 metrics, spanning 6 closed-set attribute tasks, 12 open-set attribute
tasks, 9 expression tasks, and 6 high-level emotion understanding tasks.



Table 2: Comparison with 18 leading VideoLLMs on 11 expression analysis tasks and 6 fine-
grained emotion understanding tasks of Emo-CFG. Sin: single-label classification, Mul: multi-
label classification, Fine: fine-grained classification, Mic: micro-expression detection, AU: action
unit detection, Cap: caption, Conv: conversation emotion analysis, VTR: video-text relevance, Flu:
fluency, RA: response accuracy, IA: instruction adherence, Clu: clue overlap, Lab: label overlap,
AVG: average.

Model Size Emotion AVG Sentiment AVG Cues AVG Complex AVG‘ Emotion Understanding AVG
Sin Mul Fine Sin Fine Mic AU Cap Conv |[Lab Clu IA RA VTR Flu

Closed MLLM API

Gemini 2.0 [52] - 453 422 23.6 37.0 45.0 26.0 35.5 16.2 36.1 26.1 42.0 50.6 46.3|51.0 52.6 58.2 60.2 66.8 92.1 63.5
Claude 3 Sonnet [3] - 26.6 17.6 16.6 20.3 37.6 23.3 30.4 29.2 37.1 33.2 50.3 36.3 43.3 |47.5 49.5 57.6 54.9 62.0 92.5 60.7
Qwen-VL-MAX [53] - 29.3 25.8 24.6 26.6 32.6 21.3 27.0 11.7 24.0 17.9 46.4 49.3 47.8|47.9 50.7 57.4 56.6 63.6 92.0 61.4
GPT-40 [42] - 20.6 19.0 04.3 14.6 29.6 18.0 23.8 29.6 02.3 16.0 38.1 43.6 40.8|30.0 35.4 40.8 43.2 50.9 87.4 48.0
GPT-40 mini [42] - 19.6 20.2 07.3 15.7 29.9 16.6 23.3 21.9 08.9 15.4 40.7 47.6 44.2|35.5 39.0 46.2 46.7 54.4 91.0 52.1
Open-sourced 1-3B Video MLLM

LLaVA-OV [23] 1B 28.3 17.5 05.3 17.0 36.3 15.0 25.6 13.4 15.8 14.6 40.2 29.6 349 |17.2 18.2 28.6 23.5 28.8 89.0 34.2
InternVL2.5 [7] 2B 23.0 16.1 08.3 15.8 31.6 15.6 23.6 09.7 07.4 08.5 43.6 26.0 34.8 |40.1 42.9 51.6 49.6 56.4 90.8 55.2

VideoLLaMA3 [76] 2B 29.3 18.3 11.6 19.7 34.3 16.0 25.1 06.5 06.5 06.5 20.1 31.3 25.7 |24.0 22.4 29.5 33.4 40.3 86.8 39.4
mPLUG-OwI3 [71] 2B 32.3 18.4 05.0 18.6 35.6 07.6 21.6 28.0 22.7 25.3 45.0 34.3 39.7 |27.8 27.9 35.8 34.6 41.3 89.9 429
Qwen2.5-VL [55] 3B 36.0 23.7 09.3 23.0 36.6 20.3 28.5 12.1 23.0 17.6 44.2 40.3 42.238.2 40.9 49.7 49.2 56.3 91.4 54.3

VidEmo-Base 3B 46.0 38.0 26.0 36.6 40.3 32.6 36.5 22.3 32.1 27.2 48.1 42.0 45.0 57.3 59.6 70.7 62.7 68.1 93.1 68.6

Open-sourced 7B+ Video MLLM
ShareGPT4Video [6] 8B 07.6 06.0 04.6 06.1 38.0 14.3 26.1 09.7 01.4 05.6 46.2 32.3 39.2|16.1 18.8 34.4 21.8 26.0 91.1 34.7
InternVL2.5 [7] 8B 28.0 26.2 09.0 21.0 29.3 18.3 23.8 16.2 12.8 14.5 40.8 35.0 37.9 52.3 53.4 61.5 59.8 66.1 92.4 64.2
LLaVA-N-Video [33] 7B 24.3 23.7 10.6 19.5 39.0 14.0 26.5 10.9 13.3 12.1 44.1 39.0 41.5|33.7 33.2 43.3 38.8 45.2 90.9 47.5
LLaVA-OV [23] 7B 31.6 22.7 10.3 21.5 36.0 20.0 28.0 11.7 15.5 13.6 42.2 43.0 42.6 |136.5 39.3 49.5 46.2 53.1 91.0 52.6
VideoLLaMA3 [76] 7B 27.6 23.9 10.6 20.7 31.0 19.3 25.1 08.9 10.8 09.8 33.2 36.0 34.6|42.2 44.4 53.1 52.9 59.5 89.5 56.9
LLaVA-Video [80] 7B 32.6 22.9 09.3 21.6 35.3 20.6 28.0 12.1 02.5 07.3 45.8 42.0 43.9|38.8 40.9 50.1 47.8 54.6 91.2 53.9
mPLUG-Ow13 [71] 7B 30.0 22.2 10.8 21.0 29.3 15.6 22.5 21.5 25.1 23.3 47.2 33.6 40.4|36.5 35.6 44.2 43.8 50.3 90.8 50.2
Qwen2.5-VL [55] 7B 38.6 27.0 12.3 26.0 30.0 22.3 26.1 10.5 14.4 12.5 46.2 44.3 45.2|50.7 52.1 60.0 59.7 66.3 92.7 63.6

VidEmo-Base 7B 47.3 37.6 34.6 39.8 42.3 36.0 39.1 18.2 34.2 26.2 50.0 48.6 49.3 55.9 57.4 67.9 62.6 68.3 92.8 67.5
VidEmo-T1 7B 49.7 38.8 35.6 41.3 42.3 37.5 39.9 20.4 34.1 27.3 50.7 52.9 51.8 59.3 61.2 68.1 65.9 69.1 92.6 69.3

Scale: Our models significantly outperform existing closed and open-source VideoLLMs across all
metrics from 1B to 8B scales. At the 1-3B / 7-8B scale, our VidEmo-Base model (3B/7B) achieves
an overall average accuracy of 62.4%/64.1%, outperforming the strongest baseline, Qwen2.5-VL at
46.1%/51.7%, by a margin of +16.3%/+12.4%. The consistent improvement across scales demon-
strate the effectiveness of our proposed curriculum learning as well as affective-tree reward in scaling
up our foundation model.

Attribute & Expression & Emotion Tasks: We conduct a comprehensive analysis of
VidEmo across three core task categories in the Emo-CFG benchmark: attribute perception, expres-
sion analysis, and emotion understanding. In attribute tasks, which include both closed-set (e.g.,
identity, head pose) and open-set (e.g., hair type, age, skin tone) recognition, VidEmo achieves an
average score of 86.3%, surpassing all baselines including Qwen2.5-VL (7B) at 80.6%, yielding
a +5.7% improvement. Particularly, our model achieves 99.7% on identity verification, 95.6% on
facial shape, and 97.0% on gender prediction, reflecting strong generalization on fine-grained visual
perception. In expression analysis, covering single-label, multi-label, and fine-grained classification,
as well as micro-expression and AU detection, VidEmo delivers an average of 39.9%, outperform-
ing Qwen2.5-VL (7B) by +6.8%. Notably, VidEmo leads in fine-grained expression classification
(35.6% vs. 29.7%) and micro-expression detection (20.4% vs. 13.6%), demonstrating its sensitiv-
ity to subtle and transient affective cues. In emotion understanding tasks—spanning instruction-
following, fluency, response accuracy, and video-text relevance—VidEmo achieves 69.3% on aver-
age, outperforming all prior models, including Gemini 2.0 (63.5%) and Qwen2.5-VL (7B) (63.6%),
with improvements of over +5%. It sets new benchmarks on tasks like instruction adherence
(68.1%), fluency (69.1%), and video-text relevance (69.3%), showcasing its capacity for coherent,
explainable, and semantically grounded emotional inference. We also notice that for the attribute
tasks achieves an higher averaged performance. This finding also aligns with the dynamics we ob-
served during training, that the perplexity of model increase with a sequential order of attribute,
expression, and emotion.



5.2 Discussion

Open-sourced Models and Closed Models: We evaluate both open-sourced and closed multi-
modal large models (MLLMs) on the Emo-CFG benchmark. Closed models, including Gem-
ini 2.0, Claude 3 Sonnet, GPT-40, GPT-40 mini, and Qwen-VL-MAX, typically operate as
APIs with proprietary architectures and in-distribution training data. In contrast, open-sourced
models span both small and large-scale variants (1-7B parameters), including LLaVA-OV, In-
ternVL2.5, VideoLLaMA3, mPLUG-Owl, Qwen-VL, and our own VidEmo series. Across all
three evaluation categories—attribute perception, expression analysis, and emotion understand-
ing—our open-sourced VidEmo-T1 (7B) outperforms all closed-source models. For instance,
VidEmo-T1 achieves 86.3% in attribute perception, surpassing Gemini 2.0 by +9.8%, and obtains
39.9% on expression tasks, outperforming Claude 3 by +16.6%. Notably, in high-level emotion
understanding, VidEmo-T1 reaches 69.3%, exceeding GPT-40’s 48.0% by a margin of +21.3%.

Base Model and Reasoning Model We further compare Table 3: Downstream tasks on DFEW
our base model (VidEmo-Base, 7B) with the reasoning- and MAFW datasets.

enhanced mo'del (VidEmo—Tl) to assess the effect?ve- Model DFEW MAFW
ness of affect}ve-tree reasoning. In attribute perception, UAR WAR UAR WAR
VidEmo-T1 improves the average performance from .
84.7% to 86.3%, with notable gains in key tasks such ~EmotionCLIP  13.77 19.89 920 11.65
as head pose estimation (+1.9%, from 93.4 to 96.7), Exp-CLIP 24.25 25.87 1753 20.27

facial feature prediction (+1.3%, from 85.6 to 86.9), Eﬁgga“;léup igzg igg; gggg ;igg

and gender recognition (+1.9%, from 89.5 to 90.4). In 3p 46.52 5827 - -
expression analysis, VidEmo-T1 shows consistent im- F-DFER 33.69 65.70 - -
provements across all sub-tasks. The average increases EST 5343 6585 - -
from 39.1% to 41.3%, with gains in micro-expression IAL 5571 69.24 - -
detection (+2.2%) and fine-grained expression recogni- ~ CLIPER 57.56 70.84 - -

tion (+1.0%). Most notably, in emotion understanding, DEER-CLIP ~ 59.61 7125 38.89 52.55
. . L. EMO-LLaMA 60.23 65.89 41.57 48.63

VidEmo-T1 achieves a substantial improvement from .

67.5% to 69.3%, with strong gains in fluency (+2.3%, VidEmo (Ours) 64.92 73.10 44.02 54.86

from 67.9 to 70.2), video-text relevance (+2.6%), and

instruction adherence (+1.9%).

Downstream Tasks. For downstream emotion tasks, we demonstrate the potential capacity of
VidEmo on facial expression recognition tasks on DFEW and MAFW datasets. When equipped
with specific task fine-tuning, VidEmo can consistently outperforms both traditional video expres-
sion recognition methods and zero-shot emotion-oriented CLIP methods. As shown in Tab. 3, Gains
are especially pronounced over traditional SOTA baselines such as DFER-CLIP (+5.31 UAR, +1.85
WAR on DFEW; +5.13 UAR, +2.31 WAR on MAFW).

5.3 Ablation Study

Table 4: Ablation study on the Table 5: User study across three dimensions between Emo-
proposed components for our CFG and CelebV-Text. We evaluate the label quality on pre-
VidEmo. CEL = curriculum emo- cision, rationality, and complementary through pairwise com-
tion learning, ATR = affective-tree parison with 50 videos and 25 users. All three dimensions

reward, ER = emotion reasoning. show statistically significant preference for Emo-CFG.
M Att Exp Emo Avg Dimension ﬂ #Vid #Usr Prefer p-value
CEL ATR ER Win Tie Loss

63.5 27.3 63.6 514 Precision 964 204 82 50 25 95.5% 0.00021
79.5 38.7 67.5 61.9 Rationality 1082 87 81 50 25 92.1% 0.00015

v 81.3 40.1 69.3 63.6 Complementary 1172 23 55 50 25 93.0% 0.00008
v v 845 438 729 67.0

SENEN

To investigate the effectiveness of curriculum emotion learning (CEL), affective-tree reward (ATR),
and emotion reasoning (ER), we conduct a component-wise ablation study, as presented in Tab. 4
and more in-depth analysis in Tab. 8, Tab. 9 and Tab. 10 of appendix. In this study, we assess



the contribution of each component by analyzing the performance of the model under different
configurations, removing one or more of the components. With the ablation studies conducted, we
find four interesting observations:

* When none of the components are used, the model achieves an average performance of 51.4.
This baseline highlights the importance of incorporating these components into the model for
improved performance.

» With the inclusion of CEL alone, the model performance increases to an average of 61.9, demon-
strating the positive impact of curriculum emotion learning on the model’s ability to handle
emotional contexts. Specifically, we observe improvements in the emotion-related metrics, par-
ticularly in the expression and emotion attributes.

* Introducing ATR alongside CEL further enhances the model’s performance, with an average
score of 63.6. The inclusion of ATR results in more refined emotion handling, as seen in the
improvements in the emotion and expression attributes.

* The full model, with CEL, ATR, and ER, achieves the highest performance, with an average
score of 67.0. This configuration benefits from the combined effects of all components, espe-
cially in emotion reasoning, where the model shows notable improvements across all attributes,
particularly in the expression and emotion metrics.

5.4 Dataset Verification

As data scale increases beyond 50K samples, maintaining consistent data quality becomes challeng-
ing. Our data pipeline offers a systematic solution to this problem. To assess the quality of the
generated expressions, we conducted a user study on a manually inspected subset of test samples to
verify their alignment with the intended emotional semantics. Specifically, we compared Emo-CFG
with CelebV-Text, the largest human-labeled video emotion dataset, across three key dimensions:
precision, rationality, and complementarity. Preference rates for Emo-CFG across these dimen-
sions reached 95%, 92%, and 93%, respectively, with statistically significant differences (Wilcoxon
signed-rank test, p j 0.01). This result demonstrates that Emo-CFG provides more precise and ex-
pressive emotional representations than existing benchmarks.

6 Conclusion

In this work, we introduced VidEmo, a family of video-based emotion foundation models designed
to unify fine-grained facial attribute perception, expression analysis, and high-level emotion under-
standing. Our framework integrates curriculum emotion learning with a novel affective-tree reason-
ing paradigm, enabling interpretable and structured emotion inference. We further curated Emo-
CFQG, a large-scale, instruction-driven dataset with hierarchical annotations and rationale-grounded
data, which serves as a foundamental data infrastructure for training and evaluation. Experimen-
tal results on the Emo-CFG benchmark demonstrate that VidEmo consistently outperforms existing
open- and closed-source VideoLLMs across 15 tasks, setting up a new milestone in all the attribute
perception, expression analysis, and emotion understanding tasks.

Limitations. While VidEmo exhibits strong generalization across diverse tasks, several limitations
remain. First, like most existing VideoLLMs, VidEmo is susceptible to generating counterfactual
content, which can lead to false narratives or emotionally inconsistent descriptions. Second, emotion
understanding is inherently multimodal; integrating additional modalities such as audio or contextual
cues could significantly enrich affective reasoning and we view VidEmo as a strong foundation for
future work in this direction, enabling the exploration of richer, more holistic emotion understanding.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Section 4 and Section 3 describes the detailed data curation pipeline and
methodology. Section 5 validates the claim.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Please see Section 6.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations” section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

e The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

16



Guidelines:

* The answer NA means that the paper does not include theoretical results.

e All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theo-
rems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: Please see Section 5, Appendix D, and Appendix ??.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all sub-

missions to provide some reasonable avenue for reproducibility, which may depend

on the nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear
how to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: The code and the representative data samples are provided in the supplemen-
tary zip file. The full data will be publicly released after acceptance.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not
be possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Please see Section 5 and Appendix ??.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of
detail that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer:
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer ~’Yes” if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

 The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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8.

10.

* Itis OK to report 1-sigma error bars, but one should state it. The authors should prefer-
ably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of
Normality of errors is not verified.

 For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Please see Appendix ??.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Guidelines: Please see Appendix ??.

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA|
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.
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* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Please see Appendix A.
Guidelines:
* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

¢ For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the pack-
age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [Yes]

Justification: Please see Appendix A, Appendix 4, Appendix D, and the code comments
provided in the supplementary material file.
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Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA]
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

* Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

* Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.

Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: We propose a LLM-based original method as described in Section 4, Section 3
and Appendix A.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.
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* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Implementation and Training Details

Following the approach outlined by Qwen2.5-VL [55], we adopt a Vision Transformer (ViT)-based
architecture for the visual encoder and utilize an autoregressive model for the text encoder. For the
foundational large language model (LLM), we select models within the 3B to 7B parameter range.
VidEmo is pre-trained for 3 epochs with a batch size of 1024 and is subsequently post-trained for 1
epoch with a batch size of 128. We employ the AdamW [39] optimizer with a cosine learning rate
schedule. The learning rate is set to 2e-5 for SFT stage and le-5 for RL stage, with a warmup rate
of 0.03. As shown in Table 6, we follow the existing MLLM training setting and use a two-stage
tuning paradigm.

¢ Backbone: We use the same backbone LLM and vision encoder as Qwen2.5-VL.
* Data: We train VidEmo by our constructed Emo-CFG and textual knowledge dataset MAGPIE.

* Hyperparameter: We follow the common setting and train the model by default learning rate,
weight decay, and batch size.

Table 6: Implementation details and hyperparameters for our VidEmo family.

Model Backbone Data Hyperparameter
LLM Vision SFT RL Ir wd bs rollout
VidEmo-Base-3B  Qwen2.5-3B ViT Emo-CFG - 2¢e-5 0 1024 -
VidEmo-Base-7B Qwen2.5-7B ViT  Emo-CFG - 2¢-5 0 1024 -
VidEmo-T1-7B Qwen2.5-7B ViT  Emo-CFG Emo-CFG 1le-5 0 128 8

B Emo-CFG Dataset Details

B.1 Dataset Construction

In this section, we provide an overview of the training data used in our Emo-CFG dataset, which is
sourced from multiple datasets to address various tasks related to emotion and attribute perception.
The data is collected to support model training, and the details of each task are summarized in
Table 7. We illustrate the scenario, data source, task, data number, and ratio of our training data.

The attribute perception category includes tasks such as appearance recognition, action recogni-
tion, and human identity recognition. These tasks are sourced from CelebV-HQ, CelebV-Text, and
MEAD, with multi-label question answering (QA) and caption generation tasks. The open attribute
perception category involves tasks that focus on the recognition and analysis of open-ended at-
tributes like eye, mouth, nose, shape, gender, and more. Important attributes such as age, gender,
and accessories are covered in this category, and each task plays a significant role in identifying
open-ended features that contribute to emotional understanding.

In the expression analysis category, we focus on tasks related to sentiment recognition (SR), emo-
tion recognition (ER), affective cues detection, and complex scenario understanding. These tasks
are sourced from datasets like MOSEI, CHSIMSv1, and CASME and aim to capture fine-grained
emotional expressions and actions. The analysis of micro-expressions and emotion-related cues in
this category contributes to the detailed recognition of emotional states.

Lastly, the emotional intelligence category covers important capacities related to video-text rele-
vance, fluency, and emotional reasoning. These capacities focus on understanding the relationship
between video and text for emotional intelligence applications. Notably, emotional reasoning tasks
make up 60.90% of the dataset in this category, highlighting the importance of reasoning-based tasks
in the overall dataset.

B.2 Dataset Statistics
Our constructed Emo-CFG richs in fine-grained caption for high-level emotion understanding. We

illustrate the caption distribution as shown in Figure 7. We displays the distribution of caption
lengths across multiple sources, including CelebV-Text, MOSEI, RAVDESS, MELD, CelebV-HQ,
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Table 7: The overview of our training data. All the data used for training are sampled from the
training or validation split of the source datasets. QA: Question Answering. OPEN: Open-ended
Question Answering. SR: Sentiment Recognition. ER: Emotion Recognition.

Scenario Data Source Task Number Ratio
Attribute Perception
Appearance Recognition CelebV-HQ Multi-label QA 32010 8.16%
Appearance Caption CelebV-Text Caption 59879 15.26%
Action Recognition CelebV-HQ Multi-label QA 32010 8.16%
Action Caption CelebV-Text Caption 59797 15.24%
Human Identity MEAD QA 19998 5.10%
Head Pose MEAD QA 188590 48.10%
Open Attribute Perception
Eye QA & OPEN 72197 5.94%
Eyebrow QA & OPEN 71793 5.90%
Mouth QA & OPEN 94722 7.79%
Nose QA & OPEN 126248 10.38%
Hair QA & OPEN 154994 12.75%
Chin QA & OPEN 20559 1.69%
Shape QA & OPEN 78689 6.47%
Featare Emo-CFG QA & OPEN 92830 7.63%
Accessory QA & OPEN 56835 4.67%
Age QA & OPEN 145359 11.96%
Gender QA & OPEN 151901 12.49%
Skin QA & OPEN 104005 8.55%
Body Action QA & OPEN 16577 1.36%
Head Action QA & OPEN 2658 0.22%
Face Action QA & OPEN 26515 2.18%
Expression Analysis
Single-label SR MOSELMOSI QA 19710 5.66%
Fine-grained SR CHSIMSv1 QA 1824 0.52%
Single-label ER MAFW,DFEW,MER2023 QA 20060 5.76%
Multi-label ER MAFW Multi-label QA 7178 2.06%
Fine-grained ER MEAD,RAVDESS QA 198957 57.11%
Micro-expression Detection CASME,CASME? QA 515 0.15%
Action Unit Detection AffWild2 QA 2180 0.63%
Conversation Reasoning PERR,MELD QA 38153 10.95%
Expression Caption CelebV-Text Caption 59797 17.16%

Emotional Intelligent

Video-Text Relevance

Fluency

Coherency Fine-grained

Response Accuracy Emo-CFG Caption 78072 39.10%
Cue Overlap

Label Overlap

Emotion Reasoning Rationale 121618 60.90%

MOSI, AFEW, DFEW, CHSIMS, MAFW, PERR, and FERV39K. Each histogram represents the
frequency of captions of varying lengths, ranging from O to 500 words. We can observe that the
variability in caption length across these datasets, with some datasets exhibiting a more uniform
distribution (e.g., CelebV-Text and MOSI) and others showing skewed distributions (e.g., MAFW
and PERR).

We further illustrate the rationale distribution for high-level emotion understanding as shown in
Figure 8. The rationale lengths exhibit distinct distributions across the datasets. Some sources,
like CelebV-Text and MOSI, show more uniform distributions, while others, such as MAFW and
FERV39K, present skewed distributions. These distributions are crucial as they reflect the varying
complexity and the level of detail involved in the rationales used for emotion analysis and under-
standing in multimodal tasks.
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Figure 7: Length Distribution of caption data from the sources of Emo-CFG.
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Figure 8: Length Distribution of rationale data from the sources of Emo-CFG.

C More Experimental Results
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We further explore the design of the proposed components and analyze their effects in detail.

Supervised Finetuning: Curriculum Emotion Learning. The effectiveness of our proposed Cur-
riculum Emotion Learning (CEL) approach is demonstrated through an in-depth analysis of the
pre-training stages, as outlined in Table 4.

For the single-stage pre-training, where each stage is isolated, we observe varying levels of perfor-
mance across different emotion-related tasks. Specifically, when the model is trained on attribute
data alone, the average performance is lower due to the limited complexity of the tasks. Introducing
expression data results in moderate improvements, particularly in expression-related tasks, but the
overall performance remains relatively modest (42.2). The most substantial improvement occurs
when emotion data is introduced, leading to a noticeable boost in emotion-related tasks (53.9), but
still lacking the holistic integration seen in multi-stage training.



For the our proposed multiple-stage pre-training, where the model is exposed to progressively more
complex tasks across all three stages, the performance improves significantly. The introduction
of both attribute and expression data at earlier stages (52.6 average) enables the model to better
integrate and align emotion-related information. With the complete multi-stage pre-training, which
includes all three data types, the model achieves a robust performance (61.9 average), indicating
that the curriculum learning strategy successfully enhances the model’s understanding of emotional
complexity. The analysis reveals that progressively increasing task difficulty facilitates the model’s
ability to learn emotion-based tasks more effectively, aligning with our goal of gradually injecting
emotion knowledge into the base model.

Table 8: In-Depth Analysis on curriculum emotion learning with data curation for our
VidEmo. Attr = Attribution Data, Exp = Expression Data, Emo = Emotion Data.

CEL Attribute Expression Emotion Average
Attr Exp Emo
Single Stage
63.5 27.3 63.6 514
v 65.7 24.1 324 40.7
v 529 31.6 421 42.2
v 64.3 30.2 67.3 53.9
Multiple Stage
v v 77.2 35.1 45.5 52.6
v v v 79.5 38.7 67.5 61.9

Post-training with Affective-Tree Reward. The post-training phase with Affective-Tree Reward
(ATR) is designed to enhance the model’s performance in emotional reasoning tasks. Table 9
presents the results of integrating various components into the post-training process. Initially, when
only the group relative policy optimization (GRPO) is applied, the model achieves an average score
of 51.2. This score serves as the baseline performance before incorporating the Affective-Tree Re-
ward.

Upon adding the Affective-Tree Reward (ATR), the model’s performance increases to an average of
61.4, indicating that the inclusion of this reward mechanism improves the model’s ability to generate
emotion-related captions. The introduction of the Tree Edit Distance (ATR) further enhances the
model’s performance, resulting in an average score of 63.6 This improvement is observed across the
attribute, expression, and emotion tasks.

These results demonstrate that the addition of the Affective-Tree Reward and Tree Edit Distance en-
hances the model’s performance in emotional reasoning tasks by improving the accuracy of caption
generation and ensuring structural alignment with human-annotated captions.

Table 9: In-Depth Analysis on affective tree reward for our VidEmo.

Attribute Expression Emotion Average

GRPO 75.7 33.8 442 51.2
+ Tree Reward 80.9 38.1 65.3 61.4
+ Tree Edit Distance (ATR) 81.3 40.1 69.3 63.6

Emotion Reasoning. The performance of the model in emotion reasoning tasks is evaluated by
varying the number of candidate responses sampled during inference. As shown in Table 10, the
baseline model, which uses the Affective-Tree Reward (ATR) with a single output (n=1), achieves
an average score of 63.6 across the attribute, expression, and emotion tasks. This baseline represents
the basic reasoning model, which is trained with ATR and generates only one response per query.

When the number of candidate outputs is increased, the model’s performance improves. For in-
stance, when two candidate responses (n=2) are sampled, the model achieves an average score of
65.1, with notable improvements in expression and emotion tasks. Further increasing the number of
candidate outputs to four (n=4) results in a slight performance boost, bringing the average score to
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66.2. This trend continues with the sampling of eight candidate responses (n=8), where the model
achieves the highest average score of 67.0, along with consistent improvements across all tasks.

This analysis highlights the benefit of the search-based reasoning strategy in enhancing the model’s
performance. By sampling multiple candidate outputs and selecting the best one based on a reward-
guided scoring mechanism, the model is able to refine its emotional reasoning process.

Table 10: In-Depth Analysis on emotion reasoning for our VidEmo. Baseline is the basic rea-
soning model trained with ATR and only outputs one response (n=1).

Attribute Expression Emotion Average

Baseline 81.3 40.1 69.3 63.6
+Emotion Reasoning (n=2) 82.9 42.3 70.1 65.1
+Emotion Reasoning (n=4) 84.2 43.2 71.2 66.2
+Emotion Reasoning (n=8) 84.5 43.8 72.9 67.0

27



Table 11: The overview of our evaluation benchmark. All the data used for evaluation are sampled
from the testing split of the source datasets. QA: Question Answering. OPEN: Open-ended Question
Answering. SR: Sentiment Recognition. ER: Emotion Recognition.

Scenario Data Source Task Number Metric

Attribute Perception
Appearance Recognition CelebV-HQ Multi-label QA 500 F1
Appearance Caption CelebV-Text OPEN 500 GPT score
Action Recognition CelebV-HQ Multi-label QA 500 F1
Action Caption CelebV-Text OPEN 500 GPT score
Human Identity MEAD QA 500 ACC
Head Pose MEAD QA 500 ACC

Open Attribute Perception

Eye QA & OPEN 300 ACC & GPT score
Eyebrow QA & OPEN 300 ACC & GPT score
Mouth QA & OPEN 300 ACC & GPT score
Nose QA & OPEN 300 ACC & GPT score
Hair QA & OPEN 300 ACC & GPT score
Chin QA & OPEN 300 ACC & GPT score
Shape Emo-CFG QA & OPEN 300 ACC & GPT score
Feature QA & OPEN 300 ACC & GPT score
Accessory QA & OPEN 300 ACC & GPT score
Age QA & OPEN 300 ACC & GPT score
Gender QA & OPEN 300 ACC & GPT score
Skin QA & OPEN 300 ACC & GPT score
Body Action QA & OPEN 107 ACC & GPT score
Head Action QA & OPEN 4 ACC & GPT score
Face Action QA & OPEN 189 ACC & GPT score

Expression Analysis
Single-label SR MOSELMOSI QA 300 ACC
Fine-grained SR CHSIMSv1 QA 300 ACC
Single-label ER MAFW,DFEW,MER2023 QA 300 ACC
Multi-label ER MAFW Multi-label QA 300 Fl1
Fine-grained ER MEAD,RAVDESS QA 300 ACC
Micro-expression Detection CASME II QA 246 ACC
Action Unit Detection Affwild2 Multi-label QA 87 F1
Conversation Reasoning PERR,MELD QA 300 ACC
Emotion Caption CelebV-Text OPEN 300 GPT score

Emotional Intelligent
Video-Text Relevance GPT score
Fluency GPT score
Coherency Fine-grained GPT score
Response Accuracy Emo-CFG Caption & Rationale 2600 GPT score
Cue Overlap GPT score
Label Overlap GPT score

D Evaluation Settings

D.1 Task & Source

We outline the overview of our evaluation benchmark as shown in Table 11, including scenario, data
source, task, data number, ratio and evaluation metrics.

Attribute Perception: CelebV-HQ [87] for appearance recognition and action recognition. CelebV-
text [72] for appearance caption and action caption. MEAD [59] for head pose estimation and human
identity verification.

Expression Analysis: MOSEI [75] and MOSI [74] for single-label sentiment recognition. CH-
SIMSv1 [73] for fine-grained sentiment recognition. MAFW [36], DFEW [19] and MER2023 [30]
for single-label emotion recognition. MAFW [36] for multi-label emotion recognition. MEAD [59]
and REAVDESS [38] for fine-grained emotion recognition. CASME [69], CASME 1II [68] and
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CASME? [47] for micro-expression detection. Aff-Wild [20] for AU detection. MELD [45] and
PERR [14] for Conversation Reasoning. CelebV-text [72] for emotion caption.

Emotion Understanding: The annotation for open attribute perception and fine-grained caption
in Emo-CFG from 17 source datasets: AFEW [11], CAER [22], CASME? [47], CelebV-HQ [87],
CelebV-text [72], CHSIMSv1 [73], CHSIMSv2 [35], DFEW [19], FERV39K [61], L-SVD [44],
MAFW [36], MELD [45], MER2023 [30], MOSEI [75], MOSI [74], PERR [14], REAVDESS [38],
Aff-Wild [20], MEAD [59].

D.2 Competitive Alternatives

* Gemini 2.0 Gemini 2.0 is a cutting-edge closed-source multimodal large language model devel-
oped by Google DeepMind. It is designed to handle both textual and visual inputs, excelling in
tasks such as video understanding, summarization, and generation.

* Claude-3.5-Sonnet Anthropic’s Claude-3.5-Sonnet is a closed-source VideoLLM that builds on
the Claude series with enhanced capabilities in video comprehension and interaction.

* GPT-40 / 40 mini GPT-40 and its lightweight variant, GPT-40 mini, are closed-source Vide-
oLLMs developed by OpenAl. These models are optimized for visual understanding tasks, of-
fering a balance between computational efficiency and performance.

* Qwen-VL-Max Qwen-VL-Max is designed to process complex video content in conjunction
with textual inputs, making it a versatile tool for video summarization, captioning, and question-
answering tasks.

* Qwen2.5-VL Qwen2.5-VL is an advanced open-source vision-language model that excels in
multimodal tasks such as object localization, and long-video comprehension. Its innovative
architecture enables efficient visual recognition and interaction with extended temporal video
data.

* InternVL2.5 InternVL2.5 pushes the boundaries of open-source multimodal models by intro-
ducing advanced scaling strategies across model architecture, diverse video-text datasets, and
test-time optimization.

* mPLUG-OwI3 mPLUG-OwI3 is a cutting-edge multi-modal large language model designed
to excel in long image-sequence understanding, including tasks involving lengthy videos and
interleaved image-text scenarios.

* VideoLLLaMA3 VideoLLaMA3 adopts a vision-centric training paradigm, emphasizing the use
of high-quality image-text data to improve multimodal capabilities.

* LLaVA-OV By leveraging insights from data, models, and visual representations, LLaVA-OV
achieves significant performance improvements in three major computer vision tasks while en-
abling strong transfer learning across modalities.

* ShareGPT4Video ShareGPT4Video introduces a framework for video understanding and gen-
eration by leveraging high-quality captions generated through a specific summary prompt.

* LLaVA-NeXT-Video LLaVA-NeXT-Video is an advanced open-sourced large multimodal
model designed for comprehensive video understanding, leveraging interleaved data formats
to enhance performance across multi-image, video, and 3D tasks.

* LLaVA-Video LLaVA-Video is a video understanding model that processes video sequences
using a straightforward approach, supporting both fps and uniform frame sampling. It is modular
and scalable, allowing for efficient training and inference with limited resources, and achieves
performance comparable to some 7B models on multiple benchmarks.

Table 12 provides model cards for different MLLMs, including reference papers, parameter scale,
and links to pre-trained weights.

D.3 Evaluation Metrics

We evaluate the performance of the model using various metrics (GPT score, Accurary, and F1
score), depending on the task. For text-oriented tasks such as Appearance Caption, Action Cap-
tion, Emotion Caption, Fine-grained Caption, and Open-ended QA, we employ GPT scores, using
GPT-4o to score the predictions based on labels and model responses. For recognition tasks that
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Table 12: Model cards for Open-sourced MLLMs.

Model | Scale | Link

LLaVA-OV [23] IB | https://huggingface.co/llava-hf/llava-onevision-qwen2-0.5b-ov-hf
InternVL2.5 [7] 2B https://huggingface.co/0OpenGVLab/InternVL2_5-2B

VideoLLaMA3 [76] 2B https://huggingface.co/DAMO-NLP-SG/VideoLLaMA3-2B

mPLUG-OwI3 [71] 2B https://huggingface.co/mPLUG/mPLUG-0w13-2B-241014

Qwen2.5-VL [55] 3B https://huggingface.co/Qwen/Qwen2.5-VL-3B-Instruct
ShareGPT4Video [6] 8B | https://huggingface.co/Lin-Chen/sharegpt4video-8b

InternVL2.5 [7] 8B | https://huggingface.co/0OpenGVLab/InternVL2_5-8B
LLaVA-NeXT-Video [33] 7B https://huggingface.co/llava-hf/LLaVA-NeXT-Video-7B-hf
LLaVA-OV [23] 7B https://huggingface.co/llava-hf/llava-onevision-qwen2-7b-ov-hf
VideoLLaMA3 [76] 7B | https://huggingface.co/DAMO-NLP-SG/VideoLLaMA3-7B

LLaVA-Video [80] 7B https://huggingface.co/lmms-lab/LLaVA-NeXT-Video-7B
mPLUG-OwI3 [71] 7B https://huggingface.co/mPLUG/mPLUG-0w13-7B-240728

Qwen2.5-VL [55] 7B https://huggingface.co/Qwen/Qwen2.5-VL-7B-Instruct

involve classification, such as Human Identity, Head Pose, choice-based QA, Single-label Senti-
ment Recognition (SR), Fine-grained SR, Single-label Emotion Recognition (ER), Fine-grained ER,
Micro-expression Detection, and Conversation Reasoning, we use accuracy as the primary evalua-
tion metric. Prior to calculating accuracy, GPT-40 is used to convert the model’s responses into
standardized labels to ensure consistency in the evaluation. For multi-label tasks, including Appear-
ance Recognition, Action Recognition, Multi-label ER, and Action Unit Detection, we utilize the
Fl-score to evaluate the model’s performance, capturing both precision and recall in these multi-
label settings.

D.4 Prompts used for Evaluation

We utilize three distinct prompts during the evaluation phase, each designed for specific aspects of
model performance: F1 score, accuracy evaluation, and GPT score computation.

The f1 score prompt, shown in Figure 9, is used to convert the model’s response into multiple choice
options. The prompt requires the model to extract relevant labels directly from the provided answer,
ensuring that only valid and directly relevant labels are included. If the answer is invalid or none,
the prompt instructs the model to output "none.” The answer options are then concatenated together,
and the model is instructed not to include any additional phrases such as “output:” or "Here is the
output.”

The accuracy evaluation prompt, depicted in Figure 10, is designed to assess the correctness of the
model’s response. It presents the model with a question, the ground truth answer, and the model’s
own response. The model is tasked with judging whether the response matches the ground truth and
is required to output a simple “yes” or “no” depending on whether the model’s response is correct.

The GPT score evaluation prompt, illustrated in Figure 11, is employed to compute a numerical
score reflecting the accuracy and the degree of match between the model’s response and the ground
truth. The score is provided as a number between 0 and 100, with no additional commentary or text.
This prompt allows for a more granular evaluation of the model’s performance, especially in terms
of accuracy and relevance.

These prompts are critical for evaluating different facets of model performance, ensuring that the
model’s responses are both accurate and relevant.
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Prompt for Label Extraction

Based on the question, please convert the provided answer into multiple choices connected by
commas. output none if the answer is none or invalid. Choice candidates from: {Choices from
Question}.

Question: {Question}
Model’s Response: {Model’s Response }

[Requirement]

1. Directly output the converted phrases from the answer. Only output the phrases.
2. Don’t say like "Here is the output” or ’output:’.

3. Each option is directly concatenated together in the output.

[Output Example]
mustache,receding_hairline

Figure 9: Prompt for extracting multiple phases and compute f1 score from the response of models.

Prompt for Acc Evaluation

You are an expert in evaluating video facial expression analysis.
Question: {Question}

Ground Truth:{The ground true answer}

Model’s Response: {Model’s Response }

Please judge the correctness of model’s response according to the given answer and question.

[Requirement]
1. Directly output the judgement: yes or no

[Example]
Yes

Figure 10: Prompt for computing accuracy score.

Prompt for GPT Score Evaluation

You are an expert in evaluating the accuracy of video facial actions.

Question: {Question}
Ground Truth:{The ground true answer}
Model’s Response: {Model’s Response }

Please score the model’s prediction according to the correctness and matching degree.

[Requirement]

1. Directly output the score number from 0 to 100.
2. No sentence or word.

[Example]

80

Figure 11: Prompt for computing GPT score.



E Full Related Work

E.1 Facial Video Analysis

Face video analysis is a long standing problem towards high-level human understanding which in-
volves various tasks, including attribute perception [86, 5], expression analysis [4, 51], and emo-
tion understanding [81, 60]. Advanced models can be divided into those for attribution perception
tasks [84, 26] and for high-level emotion understanding tasks [81, 60, 4, 30]. Various face perception
models leverages strong backbone power for constructing multi-task framework [50]. Pioneering
methods are developed to solve pre-defined tasks, while MLLM-based method are proposed to en-
hance their zero-shot capacity. Going forward to high-level emotion understanding [82, 85], recent
methods embrace MLLM for their strong zero-shot perception capacity [50, 78, 29, 13]. EMO [65]
firstly incorporates facial priors, including facial embeddings, landmarks, and age-gender-race at-
tributes, through a mlp-based connnector to improve emotion understanding. EmotionLLaMA [9]
introduces an emotion dataset including 28K coarse-grained and 4K fine-grained annotated datasets.
OmniEmotion [70] proposes to explicitly integrate facial and audio modeling for emotion recog-
nition. FacialDynamic [83] construct a existing largest human-labelled dataset with 5K samples.
ExpLLM [21] recently explore to leverage chain-of-thought strategy to empower LLM with the rea-
soning capability. However, existing approaches are often constrained to a limited set of emotion
categories or rely on static attribution perception. To advance cognitive human emotion understand-
ing, we propose a fine-grained emotion-centric model empowered by dynamic attribution perception
and emotion reasoning.

E.2 Video Extension in MLLM

VideoLLMs [32, 41, 80, 28, 40] have gained significant attention in recent years by leveraging ex-
isting pre-trained foundational models, particularly powerful Large Language Models (LLMs), to
enhance support for video inputs and outputs [10, 17, 88, 67]. The key components of VideoLLMs
include: 1) a video encoder responsible for encoding inputs from different modalities into feature
representations that the model can understand, e.g., ViT [12], CLIP [48]; 2) an input projector to
align encoded spatiotemporal features from video with textual feature space in LLM. Input projec-
tors can be implemented by linear projection or compressed-based projection such as Q-Former [27]
or P-Former [18]; and 3) LLM Backbone based on pre-trained models like GPT [1] or LLaMA [57],
which processes representations from different modalities and performs semantic understanding.

E.3 Reasoning Model in MLLM

With the blossom of a series of recent models such as DeepSeek-R1 and OpenAl o-series [43, 16],
various works probe into integrating MLLMs with reasoning capacity [2]. Multimodal chain-of-
thought (MCoT) prompting [25, 56] offers a step-by-step reasoning trajectory when MLLM faces
hard questions including detail grounding [62], agent planing [25], etc. Specifically, MCoT decom-
poses the question into a group of reasoning steps and builds a chain to guide the model to generate
the results of complex problems step-by-step [63, 54, 79]. Recent works have demonstrated that
CoT prompting substantially improves the MLLM’s capability on reasoning tasks. For instance,
LLaVA-CoT [66] prompts MLLMs reasoning steps into the summary, caption, reasoning, and con-
clusion stages and proposes a stage-level beam search strategy to further enhance reasoning capacity.
LLaVA-Reasoner [79] pioneers the use of forced Chain-of-Thoughts, establishing a new direction
for structured prompting techniques. In this paper, we propose affective cues-based rationale tree as
intermediate bridge to meet the gap between abstract emotion and basic attribute.
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F Visualization

In this section, we present visualization samples generated by our VidEmo model, as well as those
from our constructed Emo-CFG dataset. For more comprehensive visualization results, please refer
to the video demos provided in the attached zip file.

F.1 Results from our VidEmo model

Attribute Perception. We show the visualization comparison between our VidEmoand cutting-
edge milestone Gemini 2.0 for appearance recognition and appearance caption in Figure 12, action
recognition and action caption in Figure 13, head pose recognition and human identity recognition
in Figure 14, open attribute perception in Figure 15.

Expression Analysis. We show the visualization comparison between our VidEmoand cutting-edge
milestone Gemini 2.0 for single-label emotion recognition, fine-grained emotion recognition and
multi-label emotion recognition in Figure 16, single-label sentiment recognition and fine-grained
sentiment recognition in Figure 17, micro-expression detection and action unit detection in Fig-
ure 18, conversation reasoning and emotion caption in Figure 19.

Emotion Understanding. We show the visualization comparison between our VidEmoand cutting-
edge milestone Gemini 2.0 for fine-grained video caption in Figure 20

F.2 Samples from our Emo-CFG Dataset

Attribute Perception. As shown in Figure 21, we provide samples from public face attribute
datasets, and we convert their annotations into question-answer pairs. In addition, we visualized
the labeled face attribute samples in Figure 22.

Expression Analysis. As shown in Fig 23 and Fig 24, we provide samples from public emotion
recognition datasets and our fine-grained caption dataset.

Emotion Understanding. As shown in Fig 25, we provide samples for emotion reasoning from the
provided dataset.

Meta Labels of Face Landmarks and Parsing Masks. As shown in Fig 26, we provide meta labels
of face boxes, face landmarks and parsing masks.
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Human: Watch the video and identify the attributes of appearance associated with the person. Please refer to the list below and document all applicable attributes and
output None if not observed: ['blurry', ‘male’, 'young', 'chubby', ‘pale_skin', rosy_cheeks', 'oval_face', 'receding_hairline’, 'bald, 'bangs’, 'black_hair', ‘blonde_hair',
“gray_hair', 'brown_hair', ‘straight_hair', 'wavy_hair', long_hair', "arched_eyebrows', 'bushy_eyebrows', 'bags_under_eyes', ‘eyeglasses’, ‘sunglasses’, ‘narrow_eyes',
“big_nose', 'pointy_nose', 'high_cheekbones', ‘big_lips', 'double_chin', 'no_beard’, 's_o_clock_shadow’, ‘goatee’, 'mustache’, 'sideburns’,'heavy_makeup',
‘wearing_earrings', 'wearing_hat', ‘wearing_lipstick', 'wearing_necklace’, ‘wearing_necktie', 'wearing_mask']

male, receding_hairline, brown_hair, no_beard

Gemini 2.0 : Here are the attributes of appearance for the person: x
['male’, ‘chubby’, ‘receding_hairline’, 'brown_hair', 'no_beard", 'wearing_necktie']

VidEmo: male, receding_hairline, brown_hair, no_beard

Human: Watch the video and identify the attributes of appearance associated with the person. Please refer to the list below and document all applicable attributes and
output None if not observed: ['blurry', ‘male’, 'young', 'chubby', 'pale_skin', rosy_cheeks', ‘oval_face', 'receding_hairline’, 'bald, 'bangs’, 'black_hair', ‘blonde_hair',
“gray_hair', 'brown_hair',‘straight_hair', 'wavy_hair', long_hair', "arched_eyebrows', 'bushy_eyebrows', 'bags_under_eyes', ‘eyeglasses’, ‘sunglasses’, ‘narrow_eyes',
“big_nose','pointy_nose', 'high_cheekbones', ‘big_lips', 'double_chin', 'no_beard’, '5_o_clock_shadow’, ‘goatee’, 'mustache’, 'sideburns’, 'heavy_makeup',
‘wearing_earrings', 'wearing_hat', 'wearing_lipstick', 'wearing_necklace', 'wearing_necktie', 'wearing_mask']

male,eyeglasses,big_nose,no_beard,wearing_hat

Gemini 2.0: Here are the attributes observed in the video: X
['male’, 'eyeglasses', 'wearing_hat']

VidEmo: male,eyeglasses,big_nose,no_beard,wearing_hat

Human: Please describe the appearance of the person in the video.
He has beard. He is young.

Gemini 2.0: The man in the video has fair skin, light brown hair styled neatly, and a reddish-brown 3¢
mustache and beard. He has blue eyes and is wearing a patterned shirt with suspenders.

VidEmo: A man is young. He has beard.

Human: Please describe the appearance of the person in the video.

This person is blurry and young.

Gemini 2.0: Here is a description of the person‘s appearance in the video: The person in the video is an older man with short, light blonde X
hair. He's wearing a dark-colored sweater and a thin silver necklace. He is seen playing a brass instrument, specifically a trumpet.

VidEmo: He is blurry and young. He has blond hair.

Figure 12: Visualization comparison results for appearance recognition and appearance caption.
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Human: Please watch the video provided and identify the actions performed by the person in the video. Based on the following list of actions, please select all applicable actions that
occur and output None if not observed: ['blow’, ‘chew”, 'close_eyes', ‘cough', ‘cry’, 'drink’, eat’, 'frown’, 'gaze’, ‘glare’, 'head_wagging’, 'kiss', 'laugh’, 'listen_to_music', 'look_around",
‘make_a_face', 'nod", 'play_instrument’, read", 'shake_head', 'shout’, 'sigh’, 'sing’, 'sleep, 'smile’, 'smoke', 'sneer’, 'sneeze’, 'sniff!, 'talk’, 'turn’, 'weep', 'whisper', 'wink', 'yawn']
Ground Truth: frown, head_wagging, talk
Gemini 2.0: ['talk] X

VidEmo: frown, head_wagging, talk

Human: Please watch the video provided and identify the actions performed by the person in the video. Based on the following lst of actions, please select all applicable actions that
occur and output None if not observed: ['blow, ‘chew', close_eyes', ‘cough’, ‘cry’, 'drink’, ‘eat’, ‘frown’, 'gaze’, ‘glare", 'head_wagging', 'kiss', 'laugh’, listen_to_music', 'look_around’,
‘make_a_face', 'nod', 'play_instrument', 'read", 'shake_head, 'shout’, 'sigh’, sing’, sleep’, 'smile’, 'smoke’, ‘sneer’, ‘sneeze’, 'sniff’, 'talk', ‘turn’, 'weep’, 'whisper’, 'wink', 'yawn']

Ground Truth: shake_head, smile, talk
Gemini 2.0: Here's what | observed: Smile Talk

VidEmo: shake_head, smile, talk

o U BEACH]_

Y.

y

Human: Please describe the actions of the person in the video.

Ground Truth: This male talks while smiling for a long time.

Gemini 2.0: The woman in the video is speaking and resting her chin on her x
hand as if thinking She touches her ear, then points at the camera.

VidEmo: The man talks while smiling for a long time.

Human: Please describe the actions of the person in the video.

Ground Truth: This man talks while frowning for a long time.

he man in the videois speaking directly to the camera. He gestures with his hand initially and then continues to talk o0
while maintaining eye contact with the camera. He appears to be delivering some kind of message or commentary.

VidEmo: The man talks and frowns at the same time for a long time.

Figure 13: Visualization comparison results for action recognition and action caption.
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Human: Please analyze the given video and determine the head pose. Choose the most appropriate option from the list below:
A. Front B. Right 60 degrees C. Left 60 degrees D. Left 30 degrees E. Right 30 degrees F. Down G. Up

Ground Truth: C
Gemini 2.0: The head pose is: B. Right 60 degrees. 3

VidEmo: €

PN

: Please analyze the given video and determine the head pose. Choose the most appropriate option from the list below:
A. Front B. Right 60 degrees C. Left 60 degrees D. Left 30 degrees E. Right 30 degrees F. Down G. Up

Ground Truth: G
Gemini 2.0: Here's my analysis of the video: A. Front 3¢

VidEmo: G (@

Human: Please determine whether the people in the left and right parts of the video are the same person.
Ground Truth: Yes
Gemini 2.0: No %

VidEmo: Yes [

PETLSE P N

Human: Please determine whether the people in the left and right parts of the video are the same person.
Ground Truth: Yes
Gemini 2.0: No 3¢

VidEmo: Yes

Figure 14: Visualization comparison results for head pose estimation and identity verification.
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Human: Describe the accessories and additional features of the person on the Human: Describe the facial shape attributes of the person in the center of the

right side of the frame, including eyeglasses, sunglasses, necktie, and hat. video, including face shape and beard status.
Ground Truth: The person wears no eyeglasses, sunglasses, or Ground Truth: The person has a long face and is bearded.
necktie. A with a golden is worn.

Gemini 2.0: Here are the facial shape attributes of the person in the video: X

Gemini 2.0: 1 am unable to iulflll that request The image features only one x The person has an oval face with a goatee.

person. She is wearing a traditional outfit with a dark topknot hairstyle.

VidEmo: He has a long face and is bearded. [

VidEmo: No glasses, no sunglasses, no necktie, and wearing a gold-colored headpiece.

Human: Are there bags under the eyes of the person in the

: >
Human: What is the age of the person centered in the frame T T e e T e

Adinfant B.toddler C.child D.teenager E.young adult E.middle-aged G.elderly
Ground Truth: E Ground Truth: B

20:EX Gemini 2.0:A 3¢
VidEmo: B

Gemil

VidEmo:

Human: What is the eyebrow color of the person in the center of the video?

Human: What are the body actions of the person in the center of the video?

Ground Truth: The body actions are completely still. Ground Trith: The eyebrowcoloris black)

Gemini 2.0: The body action is static posture. 3¢ Gemini 2.0: The person in the video has dark brown eyebrows.
VidEmo: The person in the video frowns. [ VidEmo: The eyebrow color is black.[%)
Human: What is the chin shape of the person in the center of the video? Human: What are the facial actions of the person at the center of the video?

A-pointed chin B.round chin C.square chin o N
Ground Truth: The facial actions indicate speaking.
Ground Truth: B
Gemini 2.0: The person in the video is looking away to the right side. {
Gemini 2.0: €}

VidEmo: B

Human: What s the cheekbone visibility of the person on the left side of the
video? A high 8.normal Clow

VidEmo: The person is talking and blinking normally throughout.

Human: Describe the hair of the person centered in the frame including the
hair color, hair length, and bangs.

Ground Truth: His hair is brown, short, and without bangs.
Ground Truth: B

Gemini 2.0: The person in the video has brown hair that is short and has bangs. 3¢

Gemini 2.0: There is not enough information to make a determination.

VidEmo: B (%

VidEmo: The man's hai Brown, Short on sides and back with
more length on top, without bangs.

Human: What is the eyebrow color of the person in the center of the video?

Human: What is the gender of the person on the left side of the screen when seated? A.male B.female

Ground Truth: The skin color is fair and the freckles are none.
Ground Truth: B
Gemini 2.0: Okay, here's the description: The woman has fair

Gemini 2.0: A 3 skin with light freckles on her face. X

VidEmo: B

VidEmo: The skin color is fair, and there are no freckles.

Human: What is the lip color of the person in the center of the video? A. red lips B. Human: What is the nose width of the person in the center of the
pink lips C. purple lips D. dark lips E. others video? A. wide nose 8. normal nose C. narrow nose
Ground Truth: B Ground Truth: B
Gemini 2.0:E 3 Gemini 2.0: A )
VidEmo: B (§ VidEmo: B

Figure 15: Visualization comparison results for open attribute perception.
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Human: Please watch the video clip and identify the expression on the person's face:
(A) Anxiety (B) Surprise (C) Neutral (D) Disgust (E) Sadness (F) Fear (G) Contempt (H) Anger (1) Helplessness (1) Disappointment (K) Happiness

Ground Truth: C
Gemini 2.0: G 3¢

VidEmo: €

Human: Please watch the video clip and identify the fine-grained expression with intensity on the person's face:

(A) Angry - Weak (B) Angry ~ Medium (C) Angry - Strong (D) Contempt — Weak () Contempt - Medium (F) Contempt — Strong (G) Disgusted — Weak (H) Disgusted
~ Medium (1) Disgusted — Strong (i) Fear — Weak (K) Fear — Medium (L) Fear — Strong (M) Happy — Weak (N) Happy — Medium (0) Happy - Strong (P) Sad - Weak (Q)
Sad — Medium (R) Sad - Strong (S) Surprised — Weak (T) Surprised — Medium (U) Surprised - Strong (V) Neutral

Ground Truth: O
Gemini 2.0:N 3

VidEmo: O

Human: Please watch the video clip and identify the expression on the person's face:
(A) Anxiety (B) Surprise (C) Neutral (D) Disgust (E) Sadness (F) Fear (G) Contempt (H) Anger (1) Helplessness (1) Disappointment (K) Happiness

Ground Truth: BF
Gemini 2.0: A, B, F)¢

Videmo: BF(%

Figure 16: Visualization comparison results for single-label emotion recognition, multi-label emo-

tion recognition and fine-grained emotion recognition.

Human: Please watch the video clip and identify the sentiment on the person’s face: (A) Positive (8) Neutral (C) Negative
Ground Truth: C
Gemini 2.0: B )¢

VidEmo: €

Human: Please watch the video clip and identify the sentiment on the person’s face: (A) Positive (8) Neutral (C) Negative
Ground Truth: A
Gemini 2.0: B )

VidEmo: A (@

Human: Please watch the video clip and identify the fine-grained 7 classes sentiment on the person's face:
(A) Strong Negative () Negative (C) Weak Negative (D) Neutral (E) Weak Positive (F) Positive (G) Strong Positive

Ground Truth: B

Gemini 2.0: Based on the video clip, the sentiment on the x
person's face appears to be: (D) Neutral

Videmo: B (4

Human: Please watch the video clip and identify the fine-grained 7 classes sentiment on the person's face:
(A) Strong Negative (B) Negative (C) Weak Negative (D) Neutral (E) Weak Positive (F) Positive (G) Strong Positive

Ground Truth: F
Gemini 2.0: The correct answer is (C). 3

VidEmo: F

Figure 17: Visualization comparison results for micro-expression detection and action unit detection.
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Human: Please watch the video clip and identify the micro expression on the person's face: (A) Happiness (B) Repression (C) Disgust (D) Surprise (E) Others
Ground Truth: €

Gemini 2.0: Based on the video clip, the micro expression X
present is most closely associated with: (B) Repression

VidEmo: ¢ (4

Human: Please watch the video clip and identify the micro expression on the person's face: (A) Happiness (B) Repression (C) Disgust (D) Surprise (E) Others
Ground Truth: A

Gemini 2.0: Based on the video clip, the micro X
expression present is likely (B) Repression

VidEmo: A

Human: Please watch the video provided and identify the action units (AU) performed by the person in the video. Based on the following list of action units
and their explanations, please select all applicable action units that occur, reply directly to their name (such as AU1, AU6) and output None if no observed:
AUL: inner brow raiser AU2: outer brow raiser AU4: brow lowerer AUS: cheek raiser AU7: lid tightener AU10: upper lip raiser AU12: lip corner puller

AU1S: lip corner depressor AU23: lip tightener AU24: lip pressor AU25: lips part AU26: jaw drop

Ground Truth: AU6,AU7,AU10,AU12,AU25
Gemini 2.0: AU AU12 )

VidEmo: AU6,AU7,AU10,AU12,AU25

Human: Please watch the video provided and identify the action units (AU) performed by the person in the video. Based on the following list of action units
and their explanations, please select all applicable action units that occur, reply directly to their name (such as AU1, AUS) and output None if no observed:
AUL: inner brow raiser AU2: outer brow raiser AU4: brow lowerer AUS: cheek raiser AU7: lid tightener AU10: upper lip raiser AU12: lip corner puller

AU1S: lip corner depressor AU23: lip tightener AU24: lip pressor AU25: lips part AU26: jaw drop

Ground Truth: AU6,AU7,AU10,AU12,AU25
Gemini 2.0: AU6, AU12, AU25 )

VidEmo: AU6,AU7,AU10,AU12,AU25

Figure 18: Visualization comparison results for single-label sentiment recognition and fine-grained
sentiment recognition.
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Human: Please watch the video clip and identify the emotional relationship between the two main characters in the video: (A) Neutral:
Neutrality, normal dialogue without emotional disposition (B) Mild: Heart-warming, pleasant dialogue with smile (C) Intimate: Close
interactions with an affectionate o loving manner, including intimate physical contact (D) Tense: Disagree with each other or under
argument () Hostile: Antagonistic relationship, usually in fierce quarrel or even physical conflict

Ground Truth: C
Gemini 2.0: (B) %

VidEmo: €

Human: Please watch the video clip and identify the emotional relationship between the two main characters in the video: (A) Neutral:
Neutrality, normal dialogue without emotional disposition (B) Mild: Heart-warming, pleasant dialogue with smile (C) Intimate: Close
interactions with an affectionate or loving manner, including intimate physical contact (D) Tense: Disagree with each other or under
argument (E) Hostile: Antagonistic relationship, usually in fierce quarrel or even physical conflict.

Ground Truth: B
Gemini 2.0 : (A) %

VidEmo: B

Human: Please provide a detailed caption describing the emotion and identifying emotional changes displayed by the individual throughout the video.
Ground Truth: This man begins with a face of anger, and he then has a face of surprise, in the end, he has a face of surprise.
Gemini 2.0: Here's a breakdown of the emotions displayed by the man in the video:
Overall, the man maintains a generally neutral to slightly serious demeanor, but subtlex

shifts occur as he speaks. He appears engaged and thoughtful throughout the video.

VidEmo: The man starts with a face of anger, he eventually has an expression of surprise.

Human: Please provide a detailed caption describing the emotion and identifying emotional changes displayed by the individual throughout the video.

Ground Truth: The woman begins with a face of fear, she eventually turns into a face of sadness.

Gemini 2.0: Here'sa of the woman's { i **Initial Emotion**: The woman starts with an expression
of surprise or astonishment, her mouth open wide. **Shift to Unease**: As the video progresses, she displays unease or disgust, x
evident i her facial contortions. **Coughing**: She abruptly coughs, covering her mouth with her hand.

VidEmo: The woman first keeps an expression of fear, she finally turns into a face of sadness.

Figure 19: Visualization comparison results for conversation reasoning and emotion caption.
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A woman with long, straight, dark brown or black hair and wearing red lipstick is positioned on the left side of the frame. She is a young adult, likely of
East Asian descent. Her head is slightly tilted towards a man, partially visible on the right side of the frame. The woman's expression is cheerful and engaged, her mouth
corners upturned in a smile as she talks to the man. Her gaze is directed towards him, further izing her active icipation in the ion. The woman's
pleasant expression, combined with her smile and the way she angles her head towards the man, suggests a conversation of a positive nature. The man, partially visible
on the right side of the frame, has features that are difficult to discern due to the limited view and lighting, but a portion of his face and shoulder are visible, suggesting
he is facing the woman. The man's reactions are unclear due to the obstructed view. His limited visibility restricts a full understanding of his role in the exchange,
though his gaze towards the woman suggests he is also engaged. In a dimly it setting, the scene remains static, focused solely on this interaction. The scene's dim
lighting and static nature enhance the sense of intimacy and focus on the subtle nonverbal cues between the two individuals.

Gemini 2.0: The woman is standing indoors. The background is blurry and out of focus, but it appears to be an office o similar business environment. The lighting is dim,
creating a sense of seriousness or privacy. She is wearing a white jacket, indicating professionalism or formality. Based on these visual cues, the woman is likely engaged
in a serious conversation in a professional setting.

Evaluation: 1. Video-Text Relevance: The model's response is somewhat related to the visual content of the video. It describes a man wearing formal attire, though the
details are less specific about the physical attributes of the individual, such as hair color and style, facial expression, and other specific environmental elements noted in
the ground truth. [Score]: 65

2. Fluency: The response is grammatically correct and smoothly articulated, with clear sentence construction that makes the description easy to understand. [Score]: 85
3. Response Accuracy: The model accurately captures the general setting and demeanor of the individual, but misses specific details such as the ethnicity, detailed facial
attributes, and focus on the individual's emotional state or lack of movement. [Score]: 60

4. Instruction Adherence: The response adheres to the task instruction by describing the individual in the video, but it lacks the depth in capturing facial attributes,
emotional cues, and actions. The response provides a general description rather than a detailed analysis. [Score]: 55

5. Label Overlap: The model's description of the man's emotional state as neutral and possibly attentive or contemplative somewhat overlaps with the ground truth,
which describes a serious and contemplative demeanor. However, specific expressions are not matched closely. [Score]: 60

6. Clue Overlap: The response includes some clues like the man wearing a suit and the formal setting, but omits detailed features such as ethnicity, exact facial
expression, and the lack of movement or specific lighting effects noted in the ground truth. [Score]: 50

VidEmo: In a dimly lit room, a young adult East Asian woman with long, straight black hair, almond-shaped double-lidded eyes, and a pointed chin is positioned closer to
the camera. She wears a white jacket or blazer and red lipstick, suggesting makeup. Her head is turned slightly towards another person to whom her gaze is consistently
directed. Initially wearing a neutral expression, she begins speaking, and a subtle smile gradually appears, upturning the corners of her mouth, indicating engagement
and possibly amusement. Her facial actions primarily involve talking and smiling, both appearing genuine. There are no significant body movements, implying she is
seated or standing relatively still. Another individual with short hair is partially obscured from view but faces the woman, indicating they are engaged in conversation.
imi y prevents any detailed description of their features or expressions. The soft, even dim lighting in the static scene contributes to the intimate feel of

Evaluation: 1. Video-Text Relevance: The model's response is closely related to the visual content described in the ground truth, capturing similar aspects such as the
‘woman's ion, and the i of the setting. [Score]: 95

2. Fluency: The response is grammatically correct and smoothly articulated, providing a coherent description of the scene. [Score]: 100

3. Response Accuracy: The response accurately answers the question by providing a detailed description of the video content, with particular attention to the woman's
expression and the interaction. [Score]: 95

4. Instruction Adherence: The response adheres well to the instruction by directly describing the subjects' facial attributes, emotions, actions, and the environment
without additional explanations. However, it could have included more specific descriptions related to the man's features and reactions. [Score]: 90

5. Label Overlap: There is a high overlap in describing the woman's cheerful and engaged expression, though slight variations exist in word choice. [Score]: 95

6. Clue Overlap: The response shares significant overlap with the ground truth in identifying facial attributes, actions like talking and smiling, and environmental cues
such as lighting and setting. [Score]: 95

In a moderately lit indoor setting, a teenage boy with short black hair, wearing a light blue sweatshirt, sits on the left, facing a middle-aged woman on
the right. Due to the camera angle, many of the boy's facial features are obscured, but he maintains a focused gaze toward the woman, blinking naturally as he listens.

His head and eyes are oriented towards her, suggesting active listening and participation in the conversation, though the limited view of his face makes it It to
ascertain the full extent of his emotional response.

Opposite him, the woman, with short, straight black hair and a fair complexion, is dressed in a by ish-beige cardigan. Her als d-shaped, dark brown eyes, narrow
pink lips, and rounded nose tip are visible. She has a neutral to oval face shape, with no makeup or ies. Leading the ion, her mouth moves as she

speaks, her expression serious and concerned, indicated by slightly downturned mouth corners and a furrowed brow. She maintains eye contact with the teenager, her
head relatively still, slightly angled towards him. Her focused gaze and engaged posture, along with subtle nods, convey a sense of agreement or understanding.

The camera captures their interaction, creating a primary focus on their serious discussion. The dim lighting enhances an atmosphere of quiet contemplation, as the
static camera observes the seated pair, engaged in an intense exchange.

Gemini 2.0: Based on the video, it appears that the woman is feeling concerned, and possibly a bit frustrated. The setting looks like a simple, somewhat crowded public
space, which adds a sense of urgency to the conversation. Her facial expression is serious, and the way she poses the question suggests she is looking for an honest

answer.
Evaluation: 1. Video-Text Relevance: The model's response is somewhat aligned with the visual content of the video, capturing the general atmosphere and the
interaction between the individuals. However, it lacks specific details about facial il and specific expressit thus dimini: some rel to the video

content. [Score]: 60
2. Fluency: The response is grammatically correct and smoothly articulated with clear sentence structure. [Score]: 90

3. Response Accuracy: While the model captures the somber and seri it fails to describe detailed facial expressions, appearance, and
actions of the individuals. The mention of subtitles and linguistic focus is not reflected in the Ground Truth Answer. [Score]: 50

4. Instruction Adherence: The model response doesn't fully adhere to the task instruction as it omits detailed iptions of facial attri , actions, and

and lacks specific emotional state descriptions. It also includes additional explanatory elements that are not focused on the direct task of describing the video content.
[Score]: 40

5. Label Overlap: There is limited overlap in emotional state descriptions as both refer to a serious interaction; however, the model’s response lacks specific facial
expression details present in the ground truth. [Score]: 30

6. Clue Overlap: The model identifies fog/smoke and dim lighting but misses several key visual details like facial attributes, clothing, and specific actions noted in the
Ground Truth Answer. [Score]: 35

VidEmo: In a brightly lit fast-food restaurant, a young East Asian man wearing a light blue sweatshirt stands on the left side of the foreground, partially obscured. His
head is consistently turned towards a middle-aged East Asian woman positioned in the center-right. She has short, neatly pulled-back black hair, almond-shaped eyes,
and wears a mauve v-neck cardigan over a periwinkle top, maintaining a serious and concerned demeanor. Her eyebrows are subtly furrowed, and her mouth corners
are slightly downturned. Engaging in conversation with the young man, she occasionally reveals her teeth while speaking, and her gaze remains fixed on him. The overall
scene suggests a serious conversation with the woman appearing concerned, potentially delivering upsetting news or expressing worry, and the young man seemingly

listening attentively with subtle facial cues reflecting his i state. In the another indivie can be seen behind a counter, but their features and
actions remain indistinct. The camera stays static, focusing on the interaction between the woman and the young man.

Evaluation: 1. Video-Text Relevance: The model's response appears to generally with the video focusing on the subjects and the
interaction between them. However, there are slight discrepancies in the details, such as the setting description. [Score]: 85

2. Fluency: The response is { correct, and are well providing a smooth narrative flow. [Score]: 95

3. Response Al y: The model the facial attril and i but some aspects like \"light blue sweatshirt\" are repeated, indicating a
minor lack of precision. [Score]: 80

4. Instruction Adherence: The model adheres to the instruction by directly describing the subjects and their envi without Y, yet the

setting and environmental details vary slightly in comparison with the ground truth. [Score]: 85
5. Label Overlap: The emotional state descriptions overlap well with the ground truth answers, capturing key expressions such as seriousness and concern. [Score]: 90
6. Clue Overlap: The model captures the necessary emotion-related clues including facial expressions and actions, but certain finer details such as specific lighting
conditions and attire descriptions show partial overlap. [Score]: 80

Figure 20: Visualization comparison results for fine-grained emotion caption. We achieve competi-
tive performance with Gemini 2.0 on six different metrics.
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Human: Please watch the video provided and identify the actions performed by the person in the video. Based on the following list of actions, please
select all applicable actions that occur and output None if not observed: ['blow', 'chew', 'close_eyes', 'cough’, 'cry', 'drink’, 'eat’, 'frown’, 'gaze’, ‘glare’,
‘head_wagging', 'kiss', 'laugh’, 'listen_to_music', 'look_around', 'make_a_face', 'nod', 'play_instrument', 'read’, 'shake_head', 'shout', 'sigh’, 'sing, 'sleep’,
‘smile’, 'smoke', 'sneer’, 'sneeze', 'sniff', 'talk, 'turn’, 'weep’, 'whisper, 'wink’, 'yawn']

Answer: frown, nod, talk, turn

Human: Watch the video and identify the attributes of appearance associated with the person. Please refer to the list below and document all
applicable attributes and output None if not observed: ['blurry’, 'male’, 'young', ‘chubby', 'pale_skin', 'rosy_cheeks', 'oval_face', 'receding_hairline',
'bald', 'bangs', 'black_hair', 'blonde_hair', 'gray_hair', 'brown_hair', 'straight_hair', 'wavy_hair', 'long_hair', 'arched_eyebrows', 'bushy_eyebrows',
'bags_under_eyes', 'eyeglasses', 'sunglasses', 'narrow_eyes', 'big_nose', 'pointy_nose', 'high_cheekbones', 'big_lips', 'double_chin', 'no_beard',
'5_o_clock_shadow', 'goatee’, 'mustache’, 'sideburns’, 'heavy_makeup', 'wearing_earrings', 'wearing_hat', 'wearing_lipstick', 'wearing_necklace',
'wearing_necktie', 'wearing_mask']

Answer: gray_hair,eyeglasses,pointy_nose,no_beard,wearing_necklace

Human: Please describe the appearance of the person in the video.

Human: Please analyze the given video and determine the head pose. Choose the most appropriate option from the list below:
A. Front B. Right 60 degrees C. Left 60 degrees D. Left 30 degrees E. Right 30 degrees F. Down G. Up

Answer: G

Figure 21: Visualization samples for attribute perception in classification-type tasks.
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Human: Describe the hair of the person in the center of the video, including the hair color, hair length, and bangs.

Answer: The hair is blonde, extends past shoulders, and without bangs.

Human: Describe the eyebrows of the person centered in the frame, including the eyebrow thickness and eyebrow color.

»
4 s

Human: Describe the eye attributes of the person on the right side of the video, including the eye size,
eye shape, eye color, double eyelids, bags under eyes, dark circles.

Answer: The person has thick eyebrows with black
color.

Answer: Her eyes are normal in size and almond-shaped with brown color. She has double eyelids, without bags or dark circles.

Human: Does the person in the center-right of the video have dimples?

Human: What is the face shape of the person in the center of the frame?

Answer: The face shape is oval.

Figure 22: Visualization samples for attribute caption in caption-type tasks.
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Human: Please watch the video provided and identify the action units (AU) performed by the person in the video. Based on the following list of action units
and their explanations, please select all applicable action units that occur, reply directly to their name (such as AU1, AU6) and output None if no observed:
AUL1: inner brow raiser AU2: outer brow raiser AU4: brow lowerer AU6: cheek raiser AU7: lid tightener AU10: upper lip raiser AU12: lip corner puller

AU15: lip corner depressor AU23: lip tightener AU24: lip pressor AU25: lips part AU26: jaw drop

Answer: AU1,AU25

Human: Please watch the video clip and identify the expression on the person’s face:
(A) Happy (B) Sad (C) Neutral (D) Angry (E) Surprise (F) Disgust (G) Fear

Answer: F

Human: Please watch the video clip and identify the fine-grained expression with intensity on the person's face:

(A) Angry — Weak (B) Angry — Medium (C) Angry — Strong (D) Contempt — Weak (E) Contempt — Medium (F) Contempt — Strong (G) Disgusted — Weak
(H) Disgusted — Medium (1) Disgusted — Strong (J) Fear — Weak (K) Fear — Medium (L) Fear — Strong (M) Happy — Weak (N) Happy — Medium (O) Happy
— Strong (P) Sad — Weak (Q) Sad — Medium (R) Sad — Strong (S) Surprised — Weak (T) Surprised — Medium (U) Surprised — Strong (V) Neutral

Answer: G

Human: Please describe the expression of the person in the video.

Human: Please watch the video clip and identify the emotional relationship between the two main characters in the video: (A) Neutral:
Neutrality, normal dialogue without emotional disposition (B) Mild: Heart-warming, pleasant dialogue with smile (C) Intimate: Close
interactions with an affectionate or loving manner, including intimate physical contact (D) Tense: Disagree with each other or under
argument (E) Hostile: Antagonistic relationship, usually in fierce quarrel or even physical conflict.

Answer: B

Figure 23: Visualization samples for expression analysis.
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Caption: In a dimly litindoor setting, a middle-aged East Asian woman with short, straight black hair and a fair complexion stands on the left side of the frame. Her head
is slightly tilted downwards, and her gaze is directed off-screen to the right. Her downturned mouth and eyes, along with slightly furrowed eyebrows, give her a pensive
and somewhat sad appearance. Tears are visible on her face as she engages in a serious conversation, her mouth moving as she speaks to a young adult East Asian man
who enters the frame on the right side. The young man, with short cropped black hair, is wearing a light blue over-shirt and a simple white t-shirt. He listens attentively,
his gaze fixed on the woman, and his expression ranges from neutral to slightly concerned, with furrowed ey at times. He ds to the woman, speaking in
return. The scene is serious, centered on the interaction between the woman and the man, with soft, diffused lighting casting subtle shadows on their faces. The blurred
background hints at traditional East Asian decor. The camera focuses on their faces and upper bodies, hasizing their expressions and exck The woman's sadness
is the primary focus, while the man's attentiveness and slightly concerned expression suggest he is providing support or comfort.

Caption: In a static close-up shot with soft, even lighting, two young East Asian men, likely in their young are ina ion. On the left side of
the frame, a man with short black hair styled in a bowl cut, a rounded nose tip, and wearing a light brown t-shirt appears cl h . As he begins ing, his head
lifts slightly and turns towards the man on the right. His initially downturned mouth corners turn upwards into a smile, revealing his teeth as his smile widens. He seems
happy or amused while talking, and this change in expression is directly related to his talking and smiling. Positioned on the right side of the frame, the other man also
has short black hair in a bowl cut and wears a similarly colored shirt. He maintains a relatively still posture with his head turned towards the man speaking on the left,
seemingly attentive to the ongoing conversation. Initially appearing neutral or perhaps pensive, his demeanor complements the static nature of the scene. Due to the
close framing of the shot, no body actions are visible apart from the subtle head movements, and the scene remains static throughout with no apparent camera
movement, giving the overall impression of a casual, friendly exchange between the two men.

Caption: A young woman with fair skin, dark brown eyes, and shoulder-length black hair tied in a low ponytail sits on a bench in a sunlit park, wearing a light-colored
cable-knit sweater vest, small pearl earrings, and a watch. She holds a dark blue jacket with white stripes, seemingly a school uniform, and presents it to a child sitting
slightly lower on the bench. The child has fair skin and shoulder-length black hair styled in a low ponytail, adorned with colorful hair ties, and wears a plaid shirt and
jeans. Initially, both the woman and the child gaze downwards at the jacket with neutral and focused expressions. The woman smiles affectionately at the child, her
mouth corners upturning and eyes crinkling slightly, as she lifts her head slightly to the right to engage with the child. Her gentle touch as she adjusts the child's clothing
reflects her caring demeanor. The child's expression softens in response, returning the woman's smile with a happy expression, their head lifting to meet her gaze. The
child maintains eye contact, their smile widening to reveal their teeth in a relaxed and happy expression. The scene, bathed in soft, natural light that enhances the
warmth and connection between them, is captured by a static camera focusing solely on their interaction.

Caption: In a dimly lit setting featuring a brick archway and a hanging light, a middle-aged man, positioned centrally in the frame, is the focal point. He wears a dark suit
and a black necktie, presenting a formal appearance. His short hair is light brown, and he has some stubble on his face. His sideburns are visible, and he is otherwise
clean-shaven. He is not wearing glasses or any visible accessories other than his tie. He maintains a serious expression tt { t ized by a slight furrow in his
brows and downturned mouth corners. His head is slightly tilted downwards, and his gaze remains directed off-screen, focused on something below his line of sight. He
remains y still, ibiting no body His facial pression, along with his fixed gaze and still posture, conveys an air of seriousness and focused
attention. The man 's lack of and il izes his absorption in whatever lies beyond the frame. The background remains constant, with
no change in camera angle or movement. The dim lighting and the arched brick passageway contribute to the scene's overall somber and serious tone

Caption: The video features two men, both i East Asian, d in a serious di: ion against a plain indoor backdrop. One young adult man, positioned on
the left side of the frame, wears a police uniform with a dark blue tie featuring lighter blue stripes. His short, dark hair is styled upwards away from his forehead,

revealing double eyelids, almond-shaped eyes, and a high nose bridge with a rounded tip. His lips have a natural pinkish hue. He maintains a focused and attentive gaze
towards the man on the right, his head slightly tilted and turned. Subtle movements of his lips and jaw indicate he’s speaking, while his serious, neutral expression and
largely unchanged posture suggest a focused conversation.The second young adult man appears more casually dressed in a dark jacket over a white collared shirt and a

dark necktie. His short, dark hair is styled with bangs that fall just above his eyebrows. His double eyelids are less pi i and his nose f a high bridge and a
pointed tip. His lips, like the first man’s, have a natural pinkish hue. He mainly listens attentively, his head slightly turned towards the man in the police uniform. His
downward gaze and serious exp! ion indicate ion or reserved reaction. Subtle lip movements suggest brief verbal responses as he primarily engages
through active listening.The static nature of their interaction is emphasized by neither man making significant body movements; their upper bodies remain mostly still,
underlining the focus on their verbal exchange. Both men’s faces are evenly illuminated, highlighting their features and expressions as they converse.

Figure 24: Visualization samples for emotion understanding in fine-grained caption task.
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Human: Please watch the video clip and identify the expression on the person's face:
(A) Anxiety (B) Surprise (C) Neutral (D) Disgust (E) Sadness (F) Fear (G) Contempt (H) Anger (1) Helplessness (J) Disappointment (K) Happiness

Answer: B

Human: Please analyze which parts of the environment, lighting, background, visual
attributes, etc., can explain the reasons for your answer.

Reasoning: The facial recognition analysls begins by focusing on the attributes relevant to the expression of surprise, such as eye movements and changes in
the mouth's position, indit iated with this ion. In si i involving surprise, the eyes typically widen to increase the field of
vision, which corresponds with attentive readil to d stimuli. , the current information on eye features in this analysis is limited—the
eye corners are noted as neutral, and specifics about eye widening are not provided, ially due to lighting and image quality issues.

Nonetheless, the mouth's activity offers notable insight; it is initially slightly open, aligning well with a surprised expression where the mouth often naturally
opens as part of a reflex to d events. The closing of the mouth might suggest the surprise is resolved swiftly, an observation supported
by the brief time frame of seven seconds.

The man's head remains straight and directed forward, further lending to the context of engagement with a surprising stimulus, with the gaze directed just
above the camera. While the gaze itself isn't explicitly widened, its direction an with hi ] above the usual line of sight,
characteristic of a surprise response.

Despite the neutral positioning of the eyebrows, which may also raise slightly in surprise, they do not contradict the expression given their stability within
the limited provided data.

Finally, the lighting conditions (diffused and natural) imply that visibility is adequate for genuine micro- expresslons to be captured, though some shadows

exist. The presence of natural light without obscuring ies i h in the indivil s
In summary, a ite view of the attril —the initial mouth opening, the direct yet slightly elevated gaze, and the contextual clues around these
attril an interpi ion aligned with the physiological markers of surprise. Despite limited detail on eye widening and eyebrow activity, the

coordination of mouth action, gaze direction, and overall face positioning corroborates a fleeting, possibly mild, surprise reaction.

Human: Please watch the video clip and identify the expression on the person's face:
(A) Anxiety (B) Surprise (C) Neutral (D) Disgust (E) Sadness (F) Fear (G) Contempt (H) Anger (1) Helplessness (J) Disappointment (K) Happiness

Answer: D

Human: Please analyze which parts of the environment, lighting, background, visual
attributes, etc., can explain the reasons for your answer.

Reasoning: The analysis of the video's emotional indicators begins with facial expressions that convey clear ional The itioning of the eyes

provides a vital sngnal they are sllghtly downturned at the corners, which is often iated with negatlve i such as disapp! or i

C ily, the ned corners of her mouth further suggest a ional tone, flectil isapp! or distaste.

The eyebrows, however, offer one of the most significant clues—belng slightly furrowed. This action is a classic sign of disgust or disapproval, as it suggests a

focused gati' of I or disag ble. The head posture, with a slight downward tilt, adds another layer by potentially

a reflective or intr ive stance, which often i ional states involving or pp!

The gaze direction—looking downward and slightly to the left—can also imply an avoidance of direct eye contact, possibly supportlng the notion of feeling

negatlvely about an unseen stimulus or interlocutor. Eyeglasses and low lighting might obscure finer details, but the analysis of the above features provides a
under ing of the ional state.

Taken together, these features—the downward-tilted head, the slightly furrowed brows, downturned mouth corners, and d ga form a

pattern commonly associated with the expression of disgust. This combination suggests an emotionally charged evaluation process characteristic of perceived

distaste or aversion.

Figure 25: Visualization samples for emotion understanding in rationale analysis task.
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Human: Describe the eyebrows of the person centered in the frame, including the eyebrow thickness and eyebrow color.

Answer: The person has thick eyebrows with black color.

Human: What is the face shape of the person in the center of the frame?

Answer: The face shape is oval.

Figure 26: Visualization samples of meta labels of face boxes, face landmarks and parsing masks.
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