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Introduction

“A picture is worth a thousand words.”
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Introduction

¤ Perception
- Recognition 
- Counting
- Detection
- Segmentation

¤ Cognition
- Summarize 
- Knowledge
- Memory
- Role-Playing

The Revolution of Multimodal Large Language Models: A Survey, ACL, 2024
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Introduction

¤ “Will it be possible to create sentient robots?”
- Our answer: It represents a significant step toward 

Artificial General Intelligence, achievable once robots 
are equipped with advanced perception and cognitive 
capabilities.

125 questions: Exploration and discovery, Science, 2024
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Introduction

p Bottleneck of Multimodal LLMs

p Dependence on Perception and Cognition
Emotional responses can be distorted due to 
inaccurate perception and cognitive 
processing.

p Modality Bias Induced by Pretraining
The model tends to over-rely on verbal cues, 
causing a bias toward the language modality 
and overlooking fine-grained nonverbal 
signals.

A conversation from The Godfather

Response from SOTA MLLM
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Modality Bias of SOTA MLLM

Text

Visual

Layer-wise Attention Score
32
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p Attention in MLLMs

Rethinking Previous Works

p Token Flow controlled 
by QK similarity and 
masking.

p Multimodal Token Flow 
Across Layers Guided 
by Cross-Modal and 
Self-Modal Attention



MODA: MOdular Duplex Attention for Multimodal Perception, Cognition, and Emotion Understanding9

Rethinking Previous Works

p Disorder Deficit Attention

p Incorrect Focus Due to 
Inaccurate Similarity and 
Masking

p Errors Propagate Layer 
by Layer

Ignore 19%
Key Concepts
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Rethinking Previous Works

p Key Observation from Experiments
p (a): The attention allocated to visual content is significantly weaker than that for the 

textual modality, with a difference of considerable magnitude.
p (b)&(c): A distinct cross-attention bias in the lower layers of the model across its 32 layers
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MODA

ü Contributions
p From the perspective of attention shift, we identify the key bottleneck in 

MLLMs and reveal its core cause.
p A modular and duplex attention mechanism (MODA) for MLLM.
p Effectiveness for fine-grained content understanding in 21 benchmarks.
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MODA

ü Duplex Attention Alignment
p Modality Space Mapping. Visual Coordinate & Text Coordinate
p Kernelized Cross-Modal Transformation. (2 Gram Matrixes)
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MODA

ü Modular Attention Mask
p integrates coordinate information 

from both visual and text modalities 
and employs two types of masks —
a Fix Mask and a Conditional Mask.
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Experimental Results

p DDA: MODA can effectively alleviate the problem of disorder deficit attention, reducing the 
attention discrepancy at each model layer from 56% and 62% to 50% and 41%, respectively.
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Experimental Results

p SOTA comparison: In the parameter ranges of 8B and 34B, MODA achieved consistency 
improvements, which can seamlessly replace the existing attention mechanisms and enhance 
MLLM performance.
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Experimental Results

p High-level Emotion Tasks. Besides perception and cognition, MODA performs well on high-
level emotion tasks, especially in sarcasm detection that require fine-grained content 
understanding, surpassing existing models and the 50-50 random guessing baseline.
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Experimental Results

p MODA-enabled application: With MODA, MLLM can analyze micro-expressions, intonation, 
and cultural background features in real time to build multidimensional character profiles.
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Experimental Results

p MODA-enabled application: By deeply understanding character motivations and emotional 
contexts, the system can automatically plan dialogue strategies.
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