MODA: MOdular Duplex Attention for _g
Multimodal Perception, Cognition, and Emotion Understanding

ICML

Infernational Conference

Zhicheng Zhang 12  Wuyou Xial Chenxi Zhaol? YanZhou3 XiaogiangLiu3 YongjieZhu3 Wenyu Qin3 PengfeiWan3 DiZhang3 Jufeng Yang 1?2 . .
2 2 y e =l / 2 5 < VR On Machine Learning

INankai University Pengcheng Lab 3Kuaishou Technology

Introduction MODA: Modular Duplex Attention Experiment: Calibration Results on Multimodal Attention

= High-Level Tasks Toward AGI: Building on the advanced capabilities of MLLMs in perception When the gap across modalities arises, we propose to align the tokens from multiple modalities == = Figure 4. Analysis of multimodal
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in the attention, which we call modular duplex attention (MODA). MODA first splits multimodal
attention into the modality alignment part and the token focus correction part.

attention and MODA. (I) Multimodal
attention: average difference between
self and cross-modal attention is
56.97% for text and 62.44% for visual.
() MODA: average difference is 50.31%
for text and 41.01% for visual.

and cognition, emotion understanding becomes a crucial next step for achieving fine-grained
multimodal comprehension and driving progress toward Artificial General Intelligence (AGI).
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* MLLMs Struggle with Capturing Fine-Grained Cues: However, As highlighted in Fig.1, (Sec.3.1) MODA Model - D f(Sec.3.3) Modular Attention Mask |
MLLMs exhibit an inability to capture fine-grained cues, such as character eyesights, leading L FFN J oo (000 o, R
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to errors in emotion understanding. This results in SOTA MLLMs achieving only 50:50 N X Attention Block N°i"" = B [z H
. . . = =
accuracy in sarcasm detection tasks, as revealed by benchmark evaluations. 00000000 C O O O 5. 10 ! SaEs
|

Experiment: Perception, Cognition and Emotion

. . . . . i Visual Text
= Analysis: Attention as the Core Reason: Our analysis reveals that multimodal tokens mixed pEmre e anr Iy {  MmopAattn ) _ coord £ £.] coord
: : : : . lea Qi _Kt V akktvp |, TS S-S S-S/ s - =" :
by attention in MLLMs are the primary cause of performance issues. f [ N Y Y r AT > __ Figure S.
T . ] (Sec. 3.3) Duplex Attention Alignment T ~ ROSES ARE RED Wh et , )
- ====: : V-Allgner ‘ T-Allgner I NxD VI | _ : Human: Why is this image funny- Ana IYSIS Of
Corleone: A man who doesn't spend time SOTA (L::-aVA-NfﬁXT):hIn tl;e dla:]ogue{ we see -———- 7y 7y Y o~ K =—> - > : I Cambrian-1: The humor in this image comes from the unexpected twist on the classic poem 'Roses are red, violets are blue.' Instead of a romantic or mu |t|moda|
ith his family can never be a real man a scene from a Tlim where two characters ===: ; N I —{ R —_— 2 > > sweet sentiment, the poem is humorously altered to a more mundane and slightly unsettling scenario, which is a bug in the bed. This juxtaposition of a

- I 2 - (:three)' are engaged in a conversation. . . s = : Context Visual ’:okens Text tlokens |\ KT =—> 2 b 3 : § M>D | | traditional romantic pzem with a commo:;, albeit slightly unpleasant, househgld churrencegcreates a comedic effeci J ’ .
The (.:haraCt.er on t!]e I.eft' who appears to be a Flgu re 1 : BOttIeneCkS Of M LLMS 1p § é—_—;'-_- é 7 ey P (background, Norm | MxD . % M AL | ; MODA: The image is funny because it features a cartoon character, specifically Homer Simpson from the popular television show "The Simpsons," who is attenhon and
man in a suit and tie, Iswho is wearing a tuxedo H igh_ Level TaSkS (t|) leen the d eta | | ed === 4 | &v 3 dialogue) i v | O\ K XD > = g MxDf : depicted in a humorous and unexpected situation. He is lying in bed with a red rose in his mouth, which is an unusual and comical scenario for the M O DA,

! ’ . . . == —s 1 y Y IU U . S | character. The image also includ?s a c.aption th.at reads "Ro.se.s are red, bug in Yo bed," ad'clling tg the humor of the scene. This combination of elements . . .
‘::I:hae I::hf:(:;lv;ro(;(l:nt:ilisfne:el‘()::z:'ral;taetr | mage an d | ines ]Cro m The GOdfather, (tr) 3 §§ f, / \\ | O O O O O O O O O O I > | : creates a lighthearted and amusing visual that is likely to elicit laughter from viewers familiar with the character and the show. \/| Sua | |Zat| on
Johnny), we highlight incorrect responses, ———— B , _ g i - results of SOTA
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ackground an ISTOry O e conversaton. (C | , e toxken TIows are [ustned in eac ransrormer Ross Geller played by Cambrian-1: Phoebe, you're right, the wedding does look like a fairy-tale scene, but it's not quite perfect. Y , the bride, Emily,
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Layer-wise Attention Score block of MLLM. MODA modifies the deficient attention scores in a correct-after-align manner via (tr) Modular

32 24 16 8 0 \/\/6 V|Sua | ize atte ﬂtIOﬂ SCOre across |< d . d b D | \/ _|_ | B s Ross Geller played by MODA: Oh, Phoebe, you're right. It's like a fairy-tale wedding, with beautiful bride and handsome groom, and the elegant setting. on ﬁ ne_gra I ned
. . . . . - But, as we all know, fairy tales don't always have a ha ending. In this case, Ross made a mistake that changed the course of wedding, and it's a moment .
Text |aVe rS, h |gh | |ght| ng INCONSI Ste nt MasKe atte ntl on an ( r> u p eX ( / ) d lgn er. that will be rememberezl by everyone. It'z a reminderpfhyat evengin the most perfect of settings, life can throwgus curveballs that we ha\g/e to navigate. mu H'_l m Od d l taS |<S’
attention across modalities. including

Post: And just like that the weekends gone. Post: My photogenic little man Post: New GIPHY! pe ce pJﬂ on,

Visual Duplex Attention Alignment eckends gone: eman o | -
P 9 e o im0 ey e s tiesosare - cognition, and
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= Modality Basis Construction: For the mth modality, the space bases are given via the vioDA: sod & MODA: Love @ R} PACT Y voDA: Angry B understanding.

Challenge: Disorder Deficit Attention in MLLM normed gram matrix ||G™|| € R*¢ where G} is the inner product between tokens ¢ and j:

Low-hand Fruit: Character Understanding & Planning

= Observation on Low Layers: The attention allocated to visual content is significantly weaker QM — Z KM — T gm (1)
tha n that ]CO r th e textu a | m Od a | |ty, Wlth a d lﬁe re n Ce Of CO I’]Sld e ra b | e m agn ltu d e 7/] k 1 Zk k] ) fo[:l‘drm svem:;;'\‘/:fg:ftbjz‘:tggzt:q‘;;gh[“;;z?;;x':'lad*;ift Sk?(l;r/'VTV:ztn:gi;;hlaézitf:rk:‘oivg:/‘gf:;igi r[:(:\'/ilng] Human: How might the Godfather act to proceed with the next conversation? Give me a few possible options.
= ’ ' ’ ’ Cambrian-1: Given the context of the image, which suggests a scene from "The Godfather," the character
. H . ! . . ! 1 Human: How is the Godfather looks like? ortraye e man in the foreground mi roceed wi e next conversation by either continuing to
= Observation on High Layers: A distinct cross-attention bias in the lower layers of the model - Cross-Modal Token Mapping: The normed Gram matrix serves as a kernelized mapping e ety o S e 9 e o g o T T I T PP
portrayed by an actor in a classic black tuxedo, which is a to steer the conversation in a particular direction.

across its 32 layers.

traditional and iconic look for the character.

function f : R? — R? enabling token transformation across modalities. Mapped tokens are

MODA: The Godfather, upon witnessing Johnny's distress, might respond with a combination of empathy and

* )

= Formulas of Disorder Deficit Attention Problem: Given the visual tokens z, and text tokens computed as K"~ = K™||G™||, where K™ represents the value representation from 5 Wil Sl af N ol ¢ 3 powerl and epeced. Aemetvy v A oL T conves o s e pracio . s ot e it o
. . . . . . .. . =k o =AAISERE E ) 7 book's adaptation or the potential benefits of the project. Another possibility is that he might offer advice on
l in the film. His expression is one of concern, as he listens ' f f h bil hat h ht off
:Ut | ﬂ th e b | O C |< l ) th € m U |t| m O d a | attG ﬂtl O ﬂ b U | | d S th e | | ﬂ |< ]CI'O m tWO pa rtS (, 6 ) SG hC_ m O d a | Oth e r m O d a | |t| eS m. =5 jghJr?:;':ﬁi:ed:s:tnr:s,v:/r:e(ijglfm?ct:;nfgh?slSr:se;:nlsr;\l;ﬁ:'\c/izzent n how to handle the situation, such as seeking legal counsel or consulting with other members of the family. The

Godfather's response would likely be measured and thoughtful, reflecting his role as a leader.

>, W h e re th e | | n |<S a re Human: What does this scene reveal about the Godfather’s influence over people in his inner circle? p

Cambrian-1: This scene from 'The Godfather' illustrates the profound impact the character, Don Corleone, has

J:i — xi*l, a;fj — :IJ,ZUH and cross-modal ;z:ff — ;I;,{jrl’ xg) N w{ffl

commonly implemented by the pair-wise token similarity and weighted sum. However, the

on those around him. It shows how his influence extends beyond his immediate family, affecting even those who

Modular Attention Masking

mOdallty gap betV\/een tOkenS decrease the magnltUde Of ||n|<S, aS We Observed, the ||n|< MODA: This scene reveals the Godfather's influence over people in his inner circle as a significant overwhelming
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\/a|ue Of :EU % x/U and ZEt % :I;/U decays eXpOnenha”y Wlth depth (&U7t_>'U O< fy 7/7/ # 1). Thls u Self— and CrOSS-MOdallty Attentlon: \/\/e mOdU|ar and aSS|gn attenthn maSk |ntO Mm and arisefrombeingundertheGodfather'sinfluence,highligl’?cingthepowerdynamicsatplaywithinthenarrative. 3 4
misalignment propagates layer-wise, causing the cumulative erroras Eppa = |1 *ylel, where M™ responsible for self- and cross-modality, respectively. Figure 6. MODA-enabled applications in The Godfather. (a) Understanding Godfather. (b) Planning Godfather.

e; denotes the layer-specific alignment error.

= Discussion: This aligns with insights from Dong et al. (ICML 2021), which identify rank Oy p = Softmax(
collapse in pure attention as a key factor worsening imbalance in attention distribution.
General Knowledge Layer O Layer 8 __Visual O.rpss = SOﬁFT]EﬂX(
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+ MMV™, (2) Conclusion

= From the perspective of attention shift, We identify the attention bottleneck in SOTA

+ M™MV™, (3)

03 oot (] f m Temomer oo oo R = T MLLMs and propose a modular duplex attention mechanism based on our observation.
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oo | 1 = o = Pseudo-Attention Masking: A modular attention mask is introduced to store unnecessary = We investigate a new MLLM for perception, cognition, and emotion, enabling applications
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